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My Oracle Support

ORACLE

My Oracle Support (https://support.oracle.com) is your initial point of contact for all product
support and training needs. A representative at Customer Access Support can assist you with
My Oracle Support registration.

Call the Customer Access Support main number at 1-800-223-1711 (toll-free in the US), or
call the Oracle Support hotline for your local country from the list at http://www.oracle.com/us/
support/contact/index.html. When calling, make the selections in the sequence shown in the
following list on the Support telephone menu:

» For Technical issues such as creating a new Service Request (SR), select 1.

»  For Non-technical issues such as registration or assistance with My Oracle Support,
select 2.

* For Hardware, Networking and Solaris Operating System Support, select 3.

You are connected to a live agent who can assist you with My Oracle Support registration and
opening a support ticket.

My Oracle Support is available 24 hours a day, 7 days a week, 365 days a year.


https://support.oracle.com
http://www.oracle.com/us/support/contact/index.html
http://www.oracle.com/us/support/contact/index.html
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Terminology

Meaning

AMF
ECGI
MCC
MNC
NCGI
NG-RAN
PCF
PLMN
PRA
PRA
PRAID
TA

TAI

UE
UPSC
UPSI
URSP

Access and Mobility management Function
E-UTRAN Cell Global Identifier

Mobile Country Code

Mobile Network Code

Next Generation Cell Global Identifier
Next-generation Radio Access Network
Policy Control Function

Public Land Mobile Network

Presence Reporting Area

Presence Report Area

Presence Report Area Identifier
Tracking Area

Tracking Area ldentifier

User Equipment

UE Policy Section Code

UE Policy Server Identifier

UE Route Selection Policy




What's New in This Guide

Release 23.2.0 - F82763-01, June 2023

This is the first issue of this document.
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Introduction
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This document describes the migration of Oracle Communications Policy Management from
Release 12.6.1.x to Release 15.0 when georedundancy is enabled.

# Note:

e These migration procedures cover the migration for both when 12.6.1.x PCRF
(BareMetal/Virtual) and 15.0 PCRF (Virtual) are using the same IPs/SubNets.

e In a cluster with a single node, migration is not supported.

< If the migration path mentioned in the release documents of each supported
version is not followed, please contact Oracle Support before migrating to 15.0.

The migration procedure applies to Configuration Management Platform (CMP), Policy
Management Policy Front End (also known as the MRA), and Multimedia Policy Engine
(MPE) clusters.

* For a CMP cluster, there are only two servers (Active and Standby) in a cluster and the
cluster can be either a Primary or Secondary cluster.

* For a non-CMP cluster (MRA/MPE), there can be three servers (Active, Standby, and
Spare).

A Policy Management deployment can consist of multiple clusters.

Georedundancy as implemented in the MPE and MRA uses the 2+1 server cluster scheme.
The 2 refers to the current Active and Standby servers and the +1 refers to a third Spare
server. The Spare server is added to the same cluster so that it can assume the Active role if
necessary. If there is a site-wide failure and the servers at the initial site become unavailable,
the Spare server, in most cases, is unaffected and continues to provide service as an Active
server. Because of this reason, the Spare server is usually located in a separate geographical
location.
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Required Cluster Migration Sequence

Policy Management migration is performed on a cluster-by-cluster basis at the local and
remote sites within the same maintenance window.

The following is the migration sequence:

1. Migrate Primary Standby CMP (Server-B) — Remove Standby CMP (Server-B) from
12.6.1.x Primary CMP cluster and add freshly installed 15.0 CMP (Virtual) to the cluster.
After this, perform the switch over to 15.0 Server-B and verify replication between
12.6.1.x and 15.0 servers.

2. Migrate Standby MRA (Server-B) — Remove Standby MRA (Server-B) from 12.6.1.x
setup and add freshly installed 15.0 MRA (Virtual) to the cluster. After this, perform the
switch over to 15.0 Server-B and verify replication between 12.6.1.x and 15.0 servers.

3. Migrate Standby MPE (Server-B) — Remove Standby MPE (Server-B) from 12.6.1.x setup
and add freshly installed 15.0 MPE (Virtual) to the cluster. After this, perform the switch
over to 15.0 Server-B and verify replication between 12.6.1.x and 15.0 servers.

4. Migrate Spare MRA (Server-C) — Remove Spare MRA (Server-C) from 12.6.1.x setup
and add freshly installed 15.0 MRA (Virtual) to the cluster and verify replication between
12.6.1.x and 15.0 servers.

5. Migrate Spare MPE (Server-C ) — Remove Spare MPE (Server-C) from 12.6.1.x setup
and add freshly installed 15.0 MPE (Virtual) to the cluster and verify replication between
12.6.1.x and 15.0 servers.

6. Migrate MRA (Server-A ) — Remove MRA (Server-A ) from 12.6.1.x setup and add freshly
installed 15.0 MRA (Virtual) to the cluster and verify replication between 15.0 Active,
Standby, and Spare servers.

7. Migrate MPE (Server-A ) — Remove MPE (Server-A )from 12.6.1.x setup and add freshly
installed 15.0 MPE (Virtual) to the cluster and verify replication between 15.0 Active,
Standby, and Spare servers.

8. Migrate Secondary Standby CMP (Server-B) — Remove Standby CMP (Server-B) from
12.6.1.x Secondary CMP cluster and add freshly installed 15.0 CMP (Virtual) to the
cluster and verify replication between 12.6.1.x and 15.0 servers.

9. Migrate Primary CMP (Server-A) — Remove CMP (Server-A) from 12.6.1.x Primary CMP
cluster and add freshly installed 15.0 CMP (Virtual) node to the cluster and verify
replication between 15.0 Active and Standby servers.

10. Migrate Secondary CMP (Server-A)- Remove CMP (Server-A) from 12.6.1.x Secondary
CMP cluster and add freshly installed 15.0 CMP(Virtual) node to the cluster and verify
replication between 15.0 Active and Standby servers.

ORACLE 2-1



Migration Preparation

This section provides detailed procedures to prepare a system for migration. All migration
procedures should be run during the maintenance window.

Overview of steps:

1.

Migrate Primary (Sitel) CMP

a. Migrate Primary Sitel (Standby (Server-B) CMP)
Segment 1 Sitel:

a. Migrate 12.6.1.x Standby (Server-B) MRA clusters
b. Migrate 12.6.1.x Standby (Server-B) MPE clusters
Segment 1 Site2:

a. Migrate Spare MRA (Server-C) clusters

b. Migrate Spare MPE (Server-C )clusters

Segment 1 Sitel:

a. Migrate 12.6.1.x Active (Server-A) MRA clusters
b. Migrate 12.6.1.x Active (Server-A ) MPE clusters
Migrate Secondary (Site2) CMP

a. Migrate Secondary Site2 (Standby CMP)

Migrate Primary (Sitel) Server-A CMP

a. Migrate Primary Sitel (Active ((Server-A)) CMP)
Migrate Secondary(Site2) CMP

a. Migrate Secondary Site2 (Active CMP)

Prerequisites

The following prerequisites must be performed before the migration procedure begins.

ORACLE

1.

Take a backup of the existing 12.6.1.x CMP, MRA, and MPE- You need to take server
backup of cmp2, mral, mra2, mpel, and mpe2 and system backup of only the CMP
Active server.

Make sure the networks between 12.6.1.x BareMetal (BM)/Virtual (VM) and freshly
installed 15.0 Virtual (VM) cloud is reachable- This is a basic requirement to start a BM-
VM or VM-VM migration.

a. Make sure VLANS and subnets are the same in both 12.6.1.x (BareMetal or Virtual)
and 15.x virtual labs. This is required to ensure that the common VIP listens on both
the labs.

b. Disable upgrade barrier logic on all 12.6.1.x (CMP/MRA/MPE Active Standby)
servers. This needs to be performed in each cluster separately.
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Chapter 3
Prerequisites

Upgrade Barrier (UB) logic: Run the following steps to disable the UB logic:
i. Open Server Console Putty.

ii. Run:jset -fvalue=1 IdbParamDef where "param='"ldbDisableUpgBarrier™
FOR CMP Cluster (A: Active, B: Standby)

i. Disable UB Logic in Standby Server-B. Reboot Server-B.

ii. Perform failover on Server-A to make Server-B Active.

iii. Disable UB Logic in new Standby Server-A. Reboot Server-A.

iv. Perform failover on Server-B to make Server-A Active and Server-B
Standby.

# Note:

This procedure to be applied on Secondary CMP, followed by
Primary CMP Cluster.

For MPE/MRA Cluster (A: Active, B: Standby, C: Spare)

i. Disable UB Logic in Standby Server-B. Reboot Server-B.

ii. Perform failover on Server-A to make Server-B Active.

iii. Disable UB Logic in new Standby Server-A. Reboot Server-A.
iv. Disable UB Logic to Spare Server-C. Reboot Server-C.

v. Perform failover on Server-B to make Server-A Active and Server-B
Standby. Server-C will remain as Spare.
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C.

d.

Chapter 3
Planning and Tracking Migration Procedure

< Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available along
with the release documents) in the following way:

i. Open Server Console Putty on the Primary CMP Server-A.

ii. Runthe command, sudo su.

iii. Run the following command to unzip the MIGRATION_SCRIPTS.zip in
the /root path,

unzip MIGRATION SCRIPTS.zip

iv. Navigate to /root/MAIN/ and run the command, . /main. sh.

v. Choose Option 1, the Disable Upgrade Barrier submenu is displayed.
Choose suboption 1 to enter the hostname of a Standby/Spare server
where the Upgrade Barrier (UB) Logic needs to be disabled.

vi. Run the above step for all the 12.6.1.x servers when they are in
Standby or Spare mode. This step will reboot the servers after the UB
logic is disabled.

Install fresh 15.0 nodes in the virtual environment using the HEAT TEMPLATE/KVM.

All migration steps should be performed under Maintenance Window.

# Note:

For VM-VM migration, changing the HW TYPE option is not required during
migration.

3. Review Release Notes - Review Policy Management 15.0 Release Notes for the
following information:

a.
b.

C.

Individual software components and versions included in target release
New features included in target release

Issues (bugs) resolved in target release

Known issues with target release

Any further instructions that may be required to complete the migration for the target
release. In particular, the supported browsers: In release 15.0, only Mozilla Firefox
and Google Chrome are fully supported.

Planning and Tracking Migration Procedure

The migration procedures in this document are mainly divided into two steps:

1. Migrate CMP clusters
2. Migrate MPE/MRA clusters

ORACLE
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You can fill in the required information in the below table before performing the

Chapter 3

Planning and Tracking Migration Procedure

migration, to identify the clusters to be migrated and plan the work. It can also be used
to track the completion of the migration. This table acts as a checklist to plan the
cluster migration for the entire system.

Step

Procedure

Result

Time

1.

Migrate Sitel Standby
CMP (Server-B)

Migrate Sitel
MPE/MRA clusters for
Segment-1

a. Migrate 12.6.1.x
Standby (Server-B)
MRA clusters

b. Migrate 12.6.1.x
Standby (Server-B)
MPE clusters

Migrate Site2
MPE/MRA clusters

a. Migrate Spare MRA
(Server-C) cluster

b. Migrate Spare MPE
(Server-C) cluster

Migrate remaining
MRA/MPE clusters
a. Migrate 12.6.1.x
(Server-A) MRA
clusters

b. Migrate 12.6.1.x
(Server-A) MPE
clusters

Migrate
Secondary(Site2)CMP
a. Migrate Secondary
Site2 (Standby CMP)

b. Migrate Secondary
Site2 (Active CMP)

Migrate Primary
(Sitel) Server-A CMP

a. Migrate Primary
Sitel (Active (Server-
A) CMP)

Site Names

and

Site Names

Cluster List:

Site Names

Cluster List:

Site Names

Cluster List:

Site Names

Cluster List:

Site Names

Cluster List:
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Migrating CMP Clusters (12.6.1.x to 15.0)

Perform the following procedure to migrate the Sitel CMP cluster, and if needed, migrate the
Site2 CMP cluster in a single maintenance window.

Migration of CMP clusters Overview
1. Migrate the Primary CMP cluster (Standby Server-B).
2. After migrating Server-B of Primary CMP, perform the failover.

3. Logintothe CMP GUI (follow the Migrating MRA and MPE Clusters section to migrate
MRA/MPE servers).

4. Migrate the Server-A of the Primary CMP cluster.
5. Similarly, migrate the Secondary CMP cluster (First start with Standby Server-B).

6. Continue migrating the Server-A of the Secondary CMP cluster.

# Note:

For checking replication between 12.6.1.x and 15.0, you need to migrate at
least one node from each cluster ( For example, CMP sitel cluster — Server-B,
MRA Cluster --Server-B, MPE Cluster -Server-B). If there are no issues found
during migration, then migrate the remaining nodes and clusters. In case of
any issues, you can roll back to 12.6.1.x servers.

This procedure should not be service-affecting, but it is recommended to perform this in a
maintenance window. It is assumed that the CMPs may be deployed as two georedundant
clusters, identified as Sitel and Site2 as displayed on the CMP GUI. When deployed as such,
one site is designated as the Primary Site (which is the site that is managing the Policy
Management system), and the other is as the Secondary site (this site is ready to become the
Primary site if needed). If the System is deployed with only one CMP site, then the migration
of the Secondary CMP can be skipped. Identify the CMP sites to be migrated, and verify
which site is the Primary site and which site is the Secondary site:
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Chapter 4

Checking the current status of 12.6.1.x setup

CMP Sites Operator Site Topology Site CMP Server-A CMP Server-B
Name Designation
(Sitel or Site2)

Primary Site Server-A Server-B
Hostname Hostname
Server-A IP Server-B IP
Address Address
Server-A HA Server-B HA
Status Status

Secondary Site Server-A Server-B
Hostname Hostname
Server-A IP Server-B IP
Address Address
Server-A HA Server-B HA
Status Status

© Important:

CMP.

CMP clusters.

Checking the current status of 12.6.1.x setup

e Sitel CMP must be migrated to the new release 15.0 before the Site2

e The active CMP node must be in 15.0 release before migrating the non-

In CMP GUI, perform the below procedures to check the current status of 12.6.1.x

setup before the migration:

Verifying Alarm Status

To verify alarm status:

1. Navigate to System Wide Reports - Alarms - Active Alarms.

2. Confirm if any existing alarm on the Active Alarms page impacts the migration

procedure.

ORACLE
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Chapter 4

Checking the current status of 12.6.1.x setup

< Note:

Before starting any migration activity, ensure that all the active alarms are

understood and resolved.

3. Capture the Active Alarms screen and save it into a file for reference.

Figure 4-1 Sample Active Alarms screen:

Active Alarms ( Last Refresh:08/31/2023 11:09:40 )

[ ™ | T csv_ ][ exortpor
s per page: (557
[ext/ Last] TotaT 1 pages
Server Server Type Severity Alarm 1D Age/Auto Clear Description Time Operation
FeRr-GhE2 e Major 75000 170 s8m 265/ Folicy library loading faled o8/30/2023 07:40:56 €07 o
becepche ey lbary loading a0

Verifying Traffic Status - KPI Dashboard Report

To verify traffic status:

1. Navigate to System Wide Reports — KPI Dashboard.

2. Confirm that all Connections and Traffic statuses are as expected. Observe it for a few

refresh updates.

3. Capture the KPI Dashboard screen and save it into a file for validation after the

migration.

Figure 4-2 Sample KPI dashboard screen:

KPI Dashboard ( Last Refresh:08/31/2023 11:13:45 )

Filters ][ change Thresholds
Performance Alarms Protocol Errors
TPs PCD TPS Total TPS PON Active Subscribers Critical Major Minor Sent Received
MRAs selected 74281 0 74281 55273732 27696265 0 0 0 110330 4705
MPEs selected 93266 0 93266 54253507 87289070 0 0 0 4698 114646
MRACluster Performance Connections. Alarms Protocol Errors
Active
Local pcD Total - Memory Network | .o . . .
MRA state Bt s e b et @ Py MPE MRa | fetwork | critical | Major | Minor Sent | Received
@ MRAduster(Server-A) Active 74281 0 74281  [EBTEIRRN 27126350 31 16 540f54 | 20f1  500f698 o 0 0 119330 | 4698
MPE State s PDN Active | cpygp | MemoOry | ypa Dots) Critical | Major Minor Sent | Received
Sessions Sources.
& MPE1-VM(Server-A) Active 10322 6031220 EYLFYES 20 18 60f6 20f2 o o o 753 12866
@ MPE2-VM(Server-A) Actve 10337 9600527 19 18 60f6 202 1 0 0 370 12617
@ MPE3-VM(Server-A) Active 10500 9699011 19 18 6of6 | 20f2 0 o o 521 12667
@ MPE4-VM(Server-A) Active | 10389 9699009 19 18 Gof6 | 20f2 o o o 457 12707
& MPE5-VM(Server-A) Active 10450 9696977 19 18 6of6 | 20f2 o o o 591 12801
@ MPE6-UM(Server-A) Active 10338 6028557 ELEELET 19 18 60f 6 20f2 o o o 607 12852
MPE7-VM(Server-A) Activa 1223 ISP cconeen 1® "® fofh 2af3 n n n 108 19781
MRACluster2 Performance Connections. Alarms Protocol Errors
Active
Local pcD Total * Memory Network | .o . . .
MRA state e s e el e ekt Py MPE MR | fetwork | critical | Major | Minor Sent | Received
& MRAcluster2(Server-A) Active ) ) ] ) 0 2 5 6of 6 20f1 [ITETTY o o o o 7
MPE State s PDN Active | cpygp | MemoOry | ypa Dots) Critical | Major Minor Sent | Received
Sessions % Sources.
sim-mpe-6 Unmanaged

Capturing MRA Advanced Settings

To capture MRA advanced settings:

1. Navigate to MRA - Configuration - <mra_cluster name> - MRA.

ORACLE
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Chapter 4

Checking the current status of 12.6.1.x setup

2. Click Advanced Settings.

3. Capture the Advanced Settings screen and save it into a file for reference.

(=)

Ei=n
=
8] MrAdluster2
8] mrAclusters
8] mraclustera

Multi-protocol Routing Agent: MRAcluster

System | Reports lngsEE Diameter Routing | Session Viewer | Debug

MRA Administration

Madify | Cancel

o) Expert Settings.

Category. Configuration Key Type
Diameter DIAMETERDRA.Cleanup.CheekForStaleSessionsingin boslean
Diameter DIAMETERDRA. Cleanup.CheekForStaleindings boolean
Diameter DIAMETERDRA.Cleanup BindingCleanuplnterval it
Diameter DIAMETERDRA.Cleanup.CheckForSuspectBindings  boolean
KPL KPIMRA.Capacity. TPS int
Diameter DIAMETERDRA.ConnectionRouterReconnectDelay it
Diameter DIAMETERDRA.Cleanup MaxSessionValidityTime it
Diameter DIAMETERDRA. ConnectionTimeOut int

) Service Overrides

AEE @ @

Category Configuration Key Type

D1ANETERDRA Routir @ D1amETERDRA Routing.RemoteDiversion boolean

oumereroracne @ it
DIAMETERDRA.ENFMaxPdnConnectionsPerSubscriber

puamererorasne | O boolean
DIAMETERDRA.ENFEnableMultiplePdn ConnectionsPer
DIAMETERDRA @ o1amETERDRA NumberOfSchedulers int

DIAMETERDRA @ int
DIAMETERDRA.SchedulerInterQueueThread Count

 MRA Load Shedding Configuration

Enabled

true

P Level 1 (3 rules)

Value
true
false
86400
true

1

2
864000
3

Value

true

true

T Filters * % Export ¥
Default Value Commen ts
true A
false
86400
true
1
2
864000
3 v

T Filters ~ ® Export ~
Default Value Comments
false ~

1

true

4. Alternatively, settings can be exported by clicking Export on the right within each

setting.

Capturing MPE Advanced Settings

To capture MPE advanced settings:

1. Navigate to Policy Server - Configuration — <mpe_cluster name> - Policy

Server

2. Click Advanced Settings.

3. Capture the Advanced Settings screen and save it into a file for reference.

ORACLE
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Chapter 4
Checking the current status of 12.6.1.x setup

Policy Server Administration
Poliey Servers

EHE AL

Policy Server: MPE1-VM

T B Ciomater noting | Policies | [ata souress | sesston viewer | (bebia)

5 mEEmm
8] meez-um
Modity | _Cancsl
{8 mPpE3-UM
@ weea-vm *) Expert Settings
® wees-vm
7 Filters * 1) Export ~
8 mpes-vm
3 Heeram Category Configuration Key Type value Default value Comments
@) wees-um Diameter DIAMETER. Cleanup.MaxDurationForSessionlteration | int 7200 7200 ~
@ weesum Diameter DIAMETER.ARAuditFarAuthLifetime boolean false false
SMSXML SMSXML.SendsMSNowWhenDeliveryDatelnpast  boolean false false
sv SY.Recondiliation.MaxSessionReconcileRate int 50 50
Diameter DIAMETER. AppsToEvaluateOnTermination String Undefined Undefined
Diameter DIAMETER. Cleanup. SessionCleanuplnterval int 21600 21600
Diameter DIAMETER.ARAUthLifetime int 86400 86400
sH SH.Retry.EnabledonTimeout boolean false false v
< >
*)Service Overrides
T Filters * %) Export ~
Category Configuration Key Type value Default value Comments
SY-Retry @ svretry.Enabled boolean true false ~
DIAMETER.ENF @ int 2 1
DIAMETER.ENF MaxPdnConnectionsPerSubseriberPert
oiameTer.Cleanup | @ DIAMETER Cleanup. SySessionvalidityTime int 35000 36000
SYRetry @ svretry.EnabledonTimeout boolean true false
DIAMETER.ENF ] DIAMETER.ENF.AFDirectReply boolean true false
DI EEET @ D1AMETER ENF UpdateQoSFromDefauliRule boolean true false v
< >

ation

“JMPE Load Shedding Configur:
Enabled true

P Level 1 (3 rules)

4. Alternatively, settings can be exported by clicking Export on the right within each setting.

Identifying and Recording the CMP cluster(s)

To identify and record the CMP cluster(s):
1. Navigate to Platform Setting — Topology Settings - All Clusters.

2. Note which cluster is the primary and which cluster is the secondary. The Primary CMP is
noted with a P in parenthesis and a Secondary CMP is noted with an S in parenthesis.

3. Capture the Cluster Configuration screen and save it into a file for validation after the
migration.

Cluster Configuration

&3 Topology settings
#C] Al sites
=@
[] cwp site1 Cluster
9] cwp sitez cluster
9] mPecluster
[3) MRacluster

Add MPE/MRA Cluster
Cluster Settings.
Name ApplType Site Preference OAM VIP Server-A Server-B Server-C Operation

CVP Site1 Cluster (P) CMP Site Cluster 10.75.194.138/25 10.75.194.176 10.75.194.249 WA View Demote
CMP Site2 Cluster (5) CMP Site2 Cluster WA 10.75.194.150/25 10.75.194.142 10.75.194.157 WA View Delete
MPECluster MPE Normal WA (P) 10.75.104.233 WA 10.75.194.169 View Delete

N/A (S)
MRACIuster MRA Normal /A (P) 10.75.194.253 WA 10.75.194.162 (FS) View Delete

N/A (S)

Verifying the Status of the CMP Clusters

To verify the status of the CMP clusters:
1. Navigate to Platform Settings- —» Topology Settings — All clusters.
2. Confirm the CMP cluster has the following:

e Active/Standby status

* Running release 12.6.1.x
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Topology Configuration
Modify Clustar Sattings | Medly Sarvar-a| Modity Sarver-8 | Bace

{ Ecluster settings

General
Settings Network Configuration

Name CMP Site1 Cluster General Networl
Appl Type  CMP Sitel Cluster VLAN 1D
HW Type C-Class oamM 32

OAM VIP <0AM VIP1><10.75.194.138/25> SIG-A

Signaling VIPs SIG-8

<{ E server-A

General Settings

1P Preference
HostName
Forced Standby
Status

Running Release

<IP1><10.75.194.137>

12.6.1.2.0_1.2.0

 Eserver8

General Settings

1P Preference
HostName
Forced Standby
Status

Running Release

<IP1><10.75.194.131>
1Py

cmp2

Mo

standby
12.6.1.2.0_1.2.0

Migrating Primary Standby CMP (Server-B)

To perform this procedure, Log in to Primary CMP Server- Remove Standby CMP
(Server-B) from 12.6.1.x Primary CMP cluster and add freshly installed 15.0 CMP
(Virtual) to the cluster. Follow below mentioned steps to perform the switch over to
15.0 Server-B and verify replication between 12.6.1.x and 15.0 servers. Before

ORACLE

Migration, all CMPs are in 12.6.1.x.

Topology Configuration
Modify Cluster Settings | _Modify Server-A| Modify Server-8 | Back

—| Elcluster Settings

General Network Configuration

Settings

Name CMP Site Cluster General Network—————————
Appl Type CMP Sitel Cluster VLAN 1D

HW Type C-Class QAM 32

0AM VIP <OAM VIP1><10.75.194.138/25> SIG-A 33

Signaling VIPs SIG-B

<| Bl server-A

General Settings
P

IP Preference
HostName

Forced Standby
Status

Running Release

<IP1><10.75.194.137>
Pvd.

cMPL

No

active

12.6.1.2.0_1.2.0

<| Elserver-B

General Settings
P

1P Preference
HostName

Forced Standby
Status

Running Release

<IP1><10.75.194.131%
1Pva

CcMP2

No

standby
12.6.1.2.0_1.2.0
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Modify Cluster Settings | Modify Sarver-A | Modify Server-B| Back

Chapter 4
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Topology Configuration

«| ElCluster Settings

Signaling VIPs

—4 -l Server-A

General

Settings

Name CMP Site2 Cluster

Appl Type CMP Site2 Cluster

HW Type C-Class

0AM VIP <OAM VIP1><10.75.194.150/25>

Network Configuration

—General Network————

VLAN ID
OAM 32
SIG-A 33
51G-B 6

General Settings
P

IF Preference
HostName

Forced Standby
Status

Running Release

<IP1><10.75.194.142>
1Pv4

CMP1-Site2

No

active

12.6.1.2.0_1.2.0

<« =lServer-B

General Settings
T

IP Preference
HostName

Forced Standby
Status

Running Release

<IP1><10.75.194.143>
IPva

CMP2-site2

No

standby
12.6.1.2.0_1.2.0

1. Navigate to Platform Settings --> Topology Settings --> All Clusters --> CMP Sitel
Cluster. Click the Modify Server-B option and enable the Forced Standby flag for the

Standby CMP of the Primary CMP cluster.

3 Topology Settings
S43 Al Sites
© @ siter

@] site2

EHZ3 Al Clusters

AEMCHP Sitet Cluste,
8] cmP site2 Cluster
8] mrECluster

MRAcluster

Modify Cluster Settings | Modify Server-4 | Modify Server-s| Back

Topology Configuration

| ECluster Settings

General

Settings

Name CMP Sitel Cluster

Appl Type CMP Site1 Cluster

HW Type C-Class

OAM VIP <OAM VIP1><10.75.194,138/25>

Signaling ViPs

Network Configuration

<| = server-A

General Settings

1P Preference
HostName
Forced Standby
Status

Running Release

<IP1><10.75.184.137>
j

active
12.6.1.2.0_1.2.0

<| Sserver-B

General Settings

1P Preference
HostName
Forced Standby
Status

Running Release

<IP1><10.75.184.131>
Pve

cMP2

Yes

Standby
12.6.1.201.20

2. Click Delete Server-B to remove the 12.6.1.x Standby server from the cluster.
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Topolegy Cenfiguration

—4 ElCluster Se s

general Network Configuration
Name CMP Sitet Cluster

Appl Type  CMP Sitel Cluster

HW Type C-Class

OAMVIP  <OAM VIP1><10.75.194.138/25>

Signaling VIPs

<4 E server-A

General Settings
» <IP1>£10.75.194.137>

1P Preference Pus
Hosthame cMPL
Forced Standby No
Status active

Running Release

| Eserver-s |
Delete Server-8 <=

I Settings

12.6.1.2.0_1.2.0

<IP1> <10.75.184.121/>

>

Add Hew 1P

1P Preference

@® v O 1Pvs

HostName CMP2 Load
Forced Standby
Status standby

Running Release 12.6.1.2.0_1.2.0

savs | cancal

3. Navigate to Server-B and run the following command for cleanup:

su - platcfg-->Policy Configuration - Cluster Configuration Removal - Cluster
Information cleanup

Topology Configuration

Modify Cluster Sattings Modify servers | Back

The server CMP2 was successfully deleted from the cluster. Go to each server which was removed from this cluster and perform following steps: su - platcfg -> Policy Configuration -> Cluster Configuration Removal -> Cluster
information cleanup

r{Eciuster settings

General

Seaeral Network Configuration
Name CMP Site1 Cluster

Appl Type  CMP Sitet Cluster

HW Type C-Class

oA vIP <OAM VIP1><10.75.154.138/25>
Signaling VIPs

General Settings.
® <IP1><210.75.194.137>
Ip Preference

HostName cmp1
Forced Standby No
Status activ

Running Release

’—1 Elserver B

4. Add the 15.0 CMP (Virtual) node to the CMP cluster and check the replication
status between BM/VM Active(12.6.1.x) and VM (15.0) Standby node.

Topology Configuration

3 Topology Settings Modify Cluster Settings | Modify Server-A | Modify Server-8| Back

S Al sites
@ siter [ Ectuster settings
@ site2 General
5E Al ters Soneral ‘ Network Configuration
Name CMP Site1 Cluster
) EEEE Appl Type CMP Site1 Cluster General Network——————
8 cwp site2 Cluster WWTe  C.ciase
8 weecluster OAMVIP  <OAM VIP1><10.75.194.138/25>
8 mracluster Signaling VIPs

1= server A

General Settings
P <IP1><10.75.194.137>
1P Preference

HostName cmpL
Forced Standby No
Status active

Running Release

rEservers

General Settings

<1P1><10.75.194.249>
1P Preference 1Pve
HostName PCRF-GCMPL

ORACLE

Status

Forced Standby

Running Release

Yes

standby
R |
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< Note:

The MIGRATION_SCRIPTS.zip (available along with the release documents)
can be used to verify the DBReplication and MySQLReplication in the Primary

CMP cluster:

a. Open Server Console Putty on the Primary CMP Active(12.6.1.x) Server-A.

b. Run the command, sudo su.

c. Navigate to /root/MAIN/ and run the command, . /main.sh.

d. Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

e. Choose suboption 1, MySQL Master/Slave status for 1 CMP-cluster, to

verify MySQLReplication for Primary CMP cluster.

Choose suboption 3, Irepstat for 1 host, to check irepstat (DBReplication)
for both Active/Standby CMPs.

5. Run the following commands on both 12.6.1.x and 15.0 nodes (Active/Standby) for ssh-
key exchange:

a. On12.6.1.x node, run ssh-keygen -t rsa.

b. On 15.0 node, run ssh-keygen -t dsa.

c. On both the 12.6.1.x and 15.0 nodes, run ssh-key exchange using the below
command and entering password for admusr /opt/camiant/bin/qpSSHKeyProv.pl
--prov --user=admusr.

Here is an output of the command:
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a.

b.

C.

Chapter 4
Migrating Primary Standby CMP (Server-B)

< Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available along with
the release documents) in the following way:

Open Server Console Putty on the Primary CMP Active(12.6.1.x) Server-A.
Run the command, sudo su.

Navigate to /root/MAIN/ and run the command, . /main. sh.

Choose Option 2, the SSH-Key Exchange submenu is displayed.

Choose suboption 2, check&gen SSH-key for all host(s), to check if the
required SSH keys (DSA in 15.0 and RSA in 12.6.1.x) are present. If the
SSH keys are not found, then generate them.

Choose suboption 4, run Ssh-key exchange on all host(s), to run ssh-key
exchange on all the servers (both 12.6.1.x and 15.0 nodes).

6. Loginto 12.6.1.x Active server console. Run su- platcfg - Policy Configuration -
Cluster File Sync - Cluster Sync Config — Read Destination From Comcol and
check for ssh-key exchange status. If the status is OK, then continue. Else, repeat ssh-
key exchange for the hosts mentioned under the SSH key not FULLY EXCHANGED

status.

a.
b.

C.

# Note:

If the ssh-key exchange status is not OK, you can use the
MIGRATION_SCRIPTS.zip (available along with the release documents) to
perform the required ssh-key exchange. The steps are as follows:

Open Server Console Putty on the Primary CMP Active (12.6.1.x) Server-A.
Run the command, sudo su.

Navigate to /root/MAIN/ and run the command, . /main. sh.

Choose Option 2, the SSH-Key Exchange submenu is displayed.

Choose suboption 3, run Ssh-key exchange on one host, to exchange
SSH keys for the hosts mentioned under the SSH key not FULLY
EXCHANGED status.

7. Logintothe 12.6.1.x Active server and perform the Cluster File Sync procedure to sync
firewalls and routes between Active and Standby nodes.

8. Enabling sync with 12.6.1.x and sync the log level between Active and Standby

a. Inthe Active server, Log in to console and,

Run sudo cp /usr/TKLC/camiant/bin/rsyncUtil.pl /usr/TKLC/camiant/bin/
rsyncUtil_bckup.pl

Run sudo sed -i '592s/./# &/; 593i\ return 1;' /usr/TKLC/camiant/bin/rsyncUTtil.pl to

enable rsync in mixed mode.

ORACLE
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< Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available
along with the release documents) in the following way:

i. Open Server Console Putty on the Primary CMP Active(12.6.1.x)
Server-A.

ii. Runthe command, sudo su.
iii. Navigate to /root/MAIN/ and run the command, . /main. sh.

iv. Choose Option 3, the Enable Rsync Commands submenu is
displayed.

v. Enter hostname of the Active (12.6.1.x) CMP Server-A to run
the above steps.

b. To sync debug and trace log settings of CMP, do the following:

" Note:

This step needs to be performed to sync the trace and debug log
levels of CMP from 12.6.1.x to 15.0.

i. Loginto CMP GUIL.

ii. Navigate to Manager Log under System Administration.

# Note:

Note: If you don't see the Manager Log under System
Administration, follow the steps below:

e Open CMP GUI.
e Under the Help tab, navigate to the About option.

e Click the hidden button on top-left of the screen to see the
debug settings.

e Click the Modify button and set the Debug Mode (under
Server Settings) to True.

iii. Click the Modify button.

iv. Save without making any changes to trigger sync.

v. Navigate to Trace Log under System Administration.
vi. Click the Modify button.

vii. Save without making any changes to trigger sync.

9. Disable the Forced Standby flag for the 15.0 Virtual CMP node and ensure the
HW TYPE is VM.

a. Navigate to Topology Settings under the Platform Settings.
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b. Selectthe CMP Primary Cluster.

Chapter 4

Migrating Primary Standby CMP (Server-B)

c. (Only for BM-VM migration) Click Modify Cluster Settings. Change HW TYPE to
VM and Click Save.

d. Click Modify Server-B and disable Forced Standby Flag for 15.0 CMP Node.

e. Click Save.

Wait till all major alarms get cleared before moving to the next step.

For BM-VM migration, once HW TYPE is changed to VM, CMP GUI is not accessible

through common VIP because the Active server is still in BareMetal.

Modify Cluster Settings | Modify Server-A| Modify Server-B | Back

Topology Configuration

% SlCluster Settings
General Network Confi ti
Settings etwork Configuration
Name CMP Sitel Cluster _General Networl
Appl Type CMP Sitel Cluster VLAN ID
HW Type C-Class oaM 32
QAM VIR <OAM VIP1><10.75.194.138/25> SIG-A - 33
Signaling VIPs SIG-8
—{ E Server-A
General Settings
<IP1=<10.75.194.137>
1P Preference Pvd
HostName CMPL
Forced Standby No
Status active
Running Release 12.6.1.2.0_1.2.0
{ Eiserver-B
General Settings
<IP1><10.75.194.249>
1P Preference PV
Hosthame PCRF-GCMPL
Forced Standby No
Status Standby
Running Release 15.0.0.0.0_12.1.0
Alarm History Report
start Date €nd Date Cluster or serv Active Atarm

i

8 Alarms found, displaying all Alarms.

AU 22, 2023 05146 AN EOT
Aug 22, 2023 05145 AM EDT
Aug 22, 2023 05146 AM EDT
Aug 22, 2023 05146 AM EDT
Aug 22, 2023 05146 AM EDT
Aug 22, 2023 05146 AN EOT
Aug 22, 2023 05:38 AM EDT

Aug 22, 2023 05:20 AM EDT

i

Alarm 10
3108
31000
31209
1262
31209
31209
71402
71402

Aggregate
5]

oamvip
1075184138
1075194138
10.75.194.150
1075194138
1075194238

10.75.194.150

BEEEE2EE3

1075194133

10. Log in to CMP GUI using 12.6.1.x Active server IP and restart this 12.6.1.x Active Server
from the Reports tab to make new Virtual 15.0 CMP Active. Verify data sync between
12.6.1.x and 15.0 CMPs.
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3 Topology Settings
B Al sites

3 All Clusters

CMP Site2 Cluster
MPEcluster

CIEoIs

MRAcluster

Modify Cluster Settings | Modify Server-a | Modify Server-8| Back

Topology Configuration

«{ ElCluster Settings

General

Settings

Name CMP sitel Cluster

Appl Type CMP sitel Cluster

HW Type VM

0AM VIP <OAM VIP1><10.75.194.138/25>

signaling VIPs

{ = server-A

General Settings

IP Preference
HostName
Forced Standby
Status

Running Release

<IP1><10.75.194.137>
Pv4

CMP1L

No

standby
12.6.1.2.0_1.2.0

<{ Jserver-B

General Settings
P

1P Preference
HostName

Forced Standby
Status

Running Release

<IP1><10.75.194.249>

active
15.0.0.0.0_12.1.0

Once 15.0 Virtual CMP becomes Active, run the following commands and verify all

the outputs are displayed as expected.

e irepstat

Here is an output of the irepstat command on CMP servers:
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(h)elp
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:’n
:’u
:’u
:’u
B
R
:’u
R

«  service gp_procmgr status

Here is an output of the service gp_procmgr status command:

* ha.mystate

Here is an output of the ha.mystate commnd:

e top.myrole ~ for cmp only

Here is an output of the top.myrole ~ command:
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a.
b.

C.

Chapter 4
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o.myrole

Primary

" Note:

All the above commands can be verified using the MIGRATION_SCRIPTS.zip
(available along with the release documents) in the following way:

Open Server Console Putty on the Primary CMP Active(12.6.1.x) Server-A.
Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main.sh.

Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

Choose suboption 1, MySQL Master/Slave status for 1 CMP-cluster, to
verify MySQLReplication for Primary CMP cluster.

Choose suboption 3-12, the output of the above commands is displayed in
any server (both 12.6.1.x and 15.0 nodes).

Expected alarms:

70022-The MySQL slave failed to synchronize with the master

31105-The database merge process (inetmerge) is impaired by a s/w fault

31106-Database merging to the parent Merge Node has failed.

31107-Database merging from a child Source Node has failed.

ORACLE
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70501 — Cluster Mixed Version

70503 — Server Forced Standby

Note:

e In case of any issues, you need to change the HW Type back to “RMS/c-class/”
(respective BM hardware type) in Cluster Settings before rolling back to 12.6.1.x.
After the rollback, perform the failover to the BareMetal server. Steps to failover to
BareMetal server:

1.

2
3
4

Click Modify Cluster Settings.
Set HW TYPE to respective HW Type for BareMetal (RMS/C-Class).
Click Save.

Switchover CMP to make BareMetal server Active.

# Note:

This bullet point is applicable only for BM-VM migration. For VM-VM
migration, only switchover is needed to make the 12.6.1.x server Active.

» If Customer faces any unexpected alarm, please contact Oracle Support.
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Migrating MRA and MPE Clusters

Use this procedure to migrate one or more MRA/MPE clusters. This procedure is applicable
for 12.6.1.x to 15.0 migration. This section can be replicated for each site/segment to be
migrated, allowing you to add cluster and site-specific information.

The migration procedure is essentially the same for an MRA cluster and an MPE cluster.

1
2
3
4,
5
6

Select and start migration on the Standby server.
Perform failover.

Reapply configuration.

Continue to migrate the Spare server (Server-C).
Continue migrating the remaining Server-A.

(MPE only) Reapply configuration one MPE cluster at a time.

# Note:

At least one Primary CMP cluster must be migrated to Policy Management release
15.0 prior to performing the following procedures.

Performing Health Checks on the MPE/MRA Clusters to be

Migrated

To perform health checks on the MPE/MRA servers to be migrated:

1.
2.

ORACLE

Check current active alarms.
Reset MPE/MRA counters to make a baseline

- For MPE: Policy Server - Configuration — <server_name> - Reports - Reset
Counters

- For MRA: MRA - Configuration - <server_name> -. Reports - Reset Counters

Navigate to the KPI Dashboard and capture a screenshot.
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Verifying the Status of selected MPE/MRA site/segment

'KPT Dashboard ( Last Refresh:08/31/2023 11:38:38 )

Protocol Errors.

Performance Alarms.
rs Peo TPS Total TPS. Pon ‘Active Subscribers Critical Major Winor Sent Recewved
WRAS selected 72082 o 72082 ss742080 27062053 o o 3 209 »
WPEs selected o204 o 52034 sasor267 ssas7745 o o o is 101
RAcluster Performance Connections Alarms. Protocol Errors
Local Pco Total Active Network
state o= = Pon g Ae | ceuoe | memoryoa  mPE wra | Metwork | Ciucal | major | Mimor | Semt | Recewed
o WRAhuster(Server-A) acive | 72wz o 72582 a s Saofsa  20f1  a7ofess 0 ° a 200 2
swe | s Active | cpusy | memoryos| mRa | (D3t critical | Wajor | Minor | Sent | Received
o WPEL-VM(Server-A) Agive | 103 as2iss 2 i Gofe | 2012 o o o f 2
@ MPE2-VM(server-A) agive | 100 se13444 1 1 sofs | 2012 o o o B 1
@ MPE3-M(server-A) Agive | 10526 sg2ssse 1 1 sofs | 2012 o ° o 2 20
@ MPEs-VH(server-A) Acive | 1023 9824693 15 1 Gof6 | 2012 3 ° o B 20
@ MPES-VM(Server-A) Agive | 10361 9820907 15 1 Gof6 | 2012 3 ° o o 1
& MPES-VM(Server-A) acive | 10170 se1dsds 1 1 sof6 | 20f2 o ° o 2 2
o MPE7-VM(Server-A) Agive | 1018 9820599 1 1 Gofe | 20f2 o ° o o 2
@ MPES-VN(Server-A) Agive | 1024 seiosst 1 1 Gofe | 20f2 o ° o 2 1
@ MPES-V(Server-A) Agive | 10630 ss247s 1 1 Gofe | 2012 o o o o 20
Connections Alarms. Protocol Errors

MRACluster2

Performance

Verifying the Status of selected MPE/MRA site/segment

To verify the status of the selected MPE/MRA site/segment:

ORACLE

1.
2.

e Currentrelease 12.6.1.x

* Active/Standby/Spare status

MRA Cluster Detalils:

Verify information for the MRA/MPE servers:

Navigate to Platform Settings- - Topology Settings- - All clusters - -

D Tepology Setings

ISP

S8 Cmam
[3) cHP st Chatar
[3) e Ste2 Chomer
[3) Mozeumer

L& Primary Site Settings

Genersl
Settings

Stxhame st
MW T CClam
omi e

Sgraing VTP <Sgnatieg VIFL <10.155.35.151/255 <SG

Network Canfiguration

3
om om
ses
[

User Defined Networ
I

=

Genersi Settings
»

Running Raesse

<pip<1075.154.033
P

MRaL

e

126120120

Path Configuration
o1

)

Generst Settings
»

1f Preferzne

Runring Rasse

2121075 454830
P

Bath

tate

Configurstion
»

{Esecondary site settings

Genersl
Settings

Stelame a2
HWTps  CClas
oz

Sgraing VTPs  <Sgnafng VP> <10.436.35,150/25 <158

User Defined Networl
AN D

Az

Ganirdl Settings
3 <IP1r 210751542915
[
Hestams  HAMI-SPARE
Fareed Standty N

e Spare
furs 126120020
fieky -

Path Canfigurstion
Sttt

MPE Cluster Details

5-2



Chapter 5

Migrating Standby MRA (Server-B)

"N Tepology Seiings

B sees

B M Custers
[8] cMP Stet Cruster
8] € St Chter
@

(8] MRAzister

Migrating Standby MRA (Server-B)

2 Frimery Site Settings

Genersl

Settings
SteMame  stet
W Ty C-Claz
M e

Sgraing Vs <Sgraing VIPLy £10.185.35.150/255 £SIG-A3

H{Eservern

Netwaork Configuration

O —

VLN 1D
oam 2
Y

sizs

s

User Defined Netwark
VAN TD
aer

General Settings
P

<IP1s€10.75.194.0355
i

meEL

Ne

126420120

Path Configuration
T

<IP1s£10.75.194.0365
B

MPE2-EM
Ne

stanany
126120120

Path Configurstion
SateTe

 Esecondery Site Settings

General

Settings
Stztems sz
W Type CCiemm
oM U

Signaling VIFs  <Sgnaling VIPL> <i0.188.35.181/255 <S1G-A>

Network Configuration

nersl Network———————

AN TD
oam 2
SI5A

sss

se-c

Usr Defined Netwark
VN D
(=S

Genersl Settings
<IPL><10.75.154.0405
Pva

P Pratarenes T
Hesthams  MPEIEM-Spa
Forcag Suanaty Ne

Satur Spare

Rurring

B 12612820

Path Configuration
St

To perform this procedure, Log in to CMP GUI- Remove Standby MRA (Server-B) from
12.6.1.x setup and add freshly installed 15.0 MRA (Virtual) to the cluster. After this, perform
the switch over to 15.0 Server-B and verify replication between 12.6.1.x and 15.0 servers.

MRA Cluster Details:

ORACLE
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= Primory Site Setings
3 Topeioy Setss po—
e o fortoie
-
9y mchsen s
) cHP sest Chotr e
8 o seez s et s <S3raing VI €16 15635 1512 <5L5-n

8] wessuaier
8

Generel Settings
»

Netwark Configurstion

User Defined Networl
un D

=

Running Release

<> <1075.1501335
Put

MRaL

He.

126120120

Genersl Settings

1P Prafersnzs

Runring Refzase

<P <1075.150.0345
Put

Masz
He.

126120120

Genersl
Settings
Ste Name

o e
Qs v
Signaling VIFs

[ Esecondary Site settings

ste1
Cccam

<Sgrafing VIP1» <10.155.35.150/255 < ST

Netwark Canfigurstion

User Defined Networs
LD

e

Genersl Settings

<rF1><1075.150.1415

I8 Erafarence TP

Path Configurstion
.

1. Navigate to Platform Settings --> Topology Settings --> All Clusters --> MRA
Cluster-->Primary Site settings. Click the Modify Primary Site option and enable
the Forced Standby flag for the 12.6.1.x Standby MRA.
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1P Preterence
HosName
Fareed Standty
Stanx

Running Refzaze

<IP1> 210751801335
Ve

MRAL
Ne.

126120120

Path Configurstion
e

Genersl Settings

1P Preterence
HesiName
Fareea Standty

Running Releaze

P 210751800342
e

Path Configurstion
Stz

- Fsecondory site settings

Genersl

Settings
SteMame  s=2
W Type [
oam e

Sgrsing VIFs | <Sgnaing VIPL» <10,196.35,150/255 <SIG-Ar

Netwark Configuration

nersi Nebwork——————

LN D
am o3
EET—
EEt

ssc 7

User Defined Networ)

General Settings

Ptz v

Hortame  MRALSPARE
Fareed Suanaty 1

Satie Spae

B 120120

VAN D
2z
Path Configurstion
<IPi>c1075.484 141> SutelE

2. Click Delete Server-B to remove the 12.6.1.x Standby server from the cluster.
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Delate Servar-A

General Settings

Path Configuration

1P Preference ® 1pva O 1Pv6

wra2
Load
Forced Standby

Status standby
Running Release 12.6.1.2.0_1.2.0

HostName

Add New

<IP1> <10.75.154.133/> ~ Static [P ~
b
v
Add New P
v
1P preference @ tpve () 1PvE
Add New
[ (pdd tew|
HostName
Load
Forced Standby [
Status active
Running Release 12.6.1.2.0_1.2.0
’—4 Eserver-B |
| | Delete Server-B ¢
General Settings Path Configuration
Static [P
<IP1> €10.75.194.134/> ~ ~
b
v
Add New 1P
v

Navigate to Server-B and run the following command for cleanup:

su - platcfg-->Policy Configuration - Cluster Configuration Removal - Cluster Information
cleanup

Topology Configuration A
Modify Cluster Sattings | Modify Brimary Sita | Modify Sacondary Site | Dalate Sacondary Site | ack
sfully deleted from the cluster. Go to each server which was removed from this cluster and perform following steps: su - platcfg -> Policy Configuration -> Cluster Configuration Removal ->
 Ecluster settings
Cluster Settings
WRACluster DSCP Marking PHB(None)
ApplType  MRA Replication Stream Count
Site Preference Normal Replication & Heartbea None
rtbeat None
[ Primary site settings
Seneral Network Configuration
Site Name  sitel General Networl
HW Type C-Class VLAN 1D
oAMVIP oaM 32
Signaling VIPs <Signaling VIP1><10.196.39.151/25> <SIG-A> SIG-A 33
SIG-B 6
siec 7
User Defined Networl
Lan 10
REP
General Settings Path Configuration
P <IP1><10.75.194.133> Static 1P
MRAL
No
active
Running Release 126.120_1.2.0
’—( Eserver B
’—| Elsecondary Site Settings

4. Add the 15.0 MRA (Virtual) node to the MRA cluster and check the replication status
between the BM/VM Active (12.6.1.x) and VM (15.0) Standby node.
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a.

" Note:

The MIGRATION_SCRIPTS.zip (available along with the release
documents) can be used to verify the DBReplication in the MRA cluster:

Open Server Console Putty on the Primary CMP Standby (12.6.1.x)
Server-A.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main.sh.

Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

Choose suboption 3, Irepstat for 1 host, to check irepstat
(DBReplication) on both Active/Standby MRAs.

5. Run the following commands on both 12.6.1.x and 15.0 nodes (Active/Standby) for
ssh-key exchange:

a. On12.6.1.x node, run ssh-keygen -t rsa.

b. On 15.0 node, run ssh-keygen -t dsa.

c. On both the 12.6.1.x and 15.0 nodes, run ssh-key exchange using the below
command and entering password for admusr: /opt/camiant/bin/
gpSSHKeyProv.pl --prov --user=admusr.

ORACLE
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< Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available along with
the release documents) in the following way:

a. Open Server Console Putty on the Primary CMP Standby (12.6.1.x) Server-
A.

b. Runthe command, sudo su.
c. Navigate to /root/MAIN/ and run the command, . /main.sh.
d. Choose Option 2, the SSH-Key Exchange submenu is displayed.

e. Choose suboption 1, check&gen SSH-key on one host [newly added
server], to check if the required DSA is present in Standby(15.0) MRA
Server-B. If not found, then generate them.

f. Choose suboption 3, run Ssh-key exchange on one host, to run ssh-key
exchange on all the MRA servers (both 12.6.1.x and 15.0 nodes).

Log in to the 12.6.1.x Active server console. Run su- platcfg - Policy Configuration
- Cluster File Sync - Cluster Sync Config — Read Destination From Comcol and
check for ssh -key exchange status. If the status is OK, then continue. Else, repeat ssh-
key exchange for the hosts mentioned under the SSH key not FULLY EXCHANGED
status.

# Note:

If the ssh-key exchange status is not OK, you can use the
MIGRATION_SCRIPTS.zip (available along with the release documents) to
perform the required ssh-key exchange. The steps are as follows:

a. Open Server Console Putty on the Primary CMP Standby (12.6.1.x) Server-
A.

b. Runthe command, sudo su.
c. Navigate to /root/MAIN/ and run the command, . /main.sh.
d. Choose Option 2, the SSH-Key Exchange submenu is displayed.

e. Choose suboption 3, run Ssh-key exchange on one host, to exchange
SSH keys for the hosts mentioned under the SSH key not FULLY
EXCHANGED status.

Log in to the 12.6.1.x Active server and perform the Cluster File Sync procedure to sync
firewalls and routes between Active and Standby nodes.

Enabling sync with 12.6.1.x and sync the log level between Active and Standby
a. Inthe Active server, Log in to console and,

i. Run sudo cp /usr/TKLC/camiant/bin/rsyncUtil.pl /usr/TKLC/camiant/bin/
rsyncUtil_bckup.pl

ii. Run sudo sed -i '592s/./# &/; 593i\ return 1;' /usr/TKLC/camiant/bin/rsyncUtil.pl to
enable rsync in mixed mode.
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< Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available
along with the release documents) in the following way:

i. Open Server Console Putty on the Primary CMP Standby
(12.6.1.x) Server-A.

ii. Runthe command, sudo su.
iii. Navigate to /root/MAIN/ and run the command, . /main. sh.

iv. Choose Option 3, the Enable Rsync Commands submenu is
displayed.

v. Enter hostname of the Active (12.6.1.x) MRA Server-A to run
the above steps.

To reapply configuration:

i. Loginto CMP GUIL.

ii. Navigate to MRA - Configuration - [Select MRA cluster] — System.
iii. Click the Reapply Configuration button.

To sync debug and trace log settings of MRA, do the following:

" Note:

This step needs to be performed to sync the trace and debug log
levels of MRA from 12.6.1.x to 15.0.

i. Loginto CMP GUIL.

ii. Navigate to MRA - Configuration - [Select MRA cluster] - Logs.
iii. Click the Modify button.

iv. Save without making any changes to trigger sync.

v. Navigate to MRA - Configuration - [Select MRA cluster] — Debug.
vi. Click the Modify button.

vii. Save without making any changes to trigger sync.

Perform a switchover to Virtual Standby MRA (to make Virtual MRA Active) using
following steps:

a.
b.

C.

Click the Modify Primary Site button for the cluster.

For BM-VM migration, set HW TYPE to VM.

Enable the Forced Standby flag for Server-A (Active MRA).
Disable the Forced Standby flag for Server-B (Standby MRA).
Click Save.
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During switchover ongoing connections will be disconnected and a call drop will be
observed for a few seconds ( approx 15 to 20 seconds). Once Virtual MRA Server-B is
Active, all the traffic will be processed by Virtual MRA.

3 Topology Settings

B0 Al sites

B3 Al Clusters.
8 cwmP site1 Cluster
8] cwmP site2 Cluster
8] wmpECluster

RN = aclust=

{ Hserver-A

General Settings
P <IP1><10.75.194.133>

1P Preference 1Pva
HostName MRAL
Forced Standby No
Status active

Running Release 12,6.1.2.0_1.2.0

Path Configuration
Static IP

—‘ Eserver-B

General Settings
<IP1>£10.75.194.214>

1P Preference IPva
HostName PCRF-GMRAZ
Forced Standby Na

Status “SEndby

Running Release 15.0.0.0.0_12.1.0

Path Configuration
Static 1P

[ ESecondary site Settings

General

Settings

Site Name  site2
HW Type C-Class
OAM VIP

Signaling VIPs <Signaling VIP1><10.196.39.180/25> <S1G-A>

Network Configuration

User Defined Networl
VLAN ID

REP

General Settings
<1P1><10.75.194.141>

IP Preference  1Pv4

HostName  MRA3-SPARE
Forced Standby No

Status Spare

Running 12.6.1.2.0_1.2.0
Release

Path Configuration
Static 1P

Modify Cluster Settings | Mod

Topology Configuration

ify Primary Site | Modify Secondary Site | Delste Sacondary Site | Back

~| ElCluster Settings

Cluster Settings

Name
Appl Type
Site Preference Normal

MRAcluster

DSCP Marking
Replication Stream Count
Replication & Heartbeat
Backup Heartbeat

PHB(None)
1

MNone
Mone

~| El Primary Site Settinas |

Genera
Settings

Site Name  sitel
HW Type VM
OAM VIP

Signaling VIPs <Signaling VIP1><10,196.39.151/25> <SIG-A>

General Settings
i

1P Preference
HostName

Forced Standby
Status

Running Release

<IP1>+10.75.194.133>
IPv4

MRAL

Mo

active

12,6.1.2.0_1.2.0

Path Configuration
Static 1P

~| Sserver-B

General Settings
il

1P Preference
HostName

Forced Standby
Status

Running Release

<IP1><10.75.194.214>
IPvd.

PCRF-GMRAZ

No

standby
15.0.0.0.0_12.1.0

Path Configuration
Static IP

FlSecondary Site Sef
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«| =l Primary Site Settings

General

Settings

Site Name sitel
HW Type VM
OAM VIP

<« =Server-A

Signaling VIPs  <Signaling VIP1><10.196.39.151/25><SIG-A>

General Settings
P

1P Preference
HostName

Forced Standby
Status

Running Release

<IP1><10.75.194.133>
Pv4
MRAL

Yes
standby ¢

12.6.1.2.0_1.2.0

Path Configuration
Static IP

4‘ =server-B

General Settings

1P Preference
HostName
Forced Standby
Status

Running Release

«IP1><10.75.194.214>
1Pva

PCRF-GMRA2

No

active
15.0.0.0.0_12.1.0

Path Configuration
Static IP

10. Verify connections in MRA Report tab should be the same before and after switch

over to 15.0.

Here is a screenshot before SWO:

Bt pratoest vty Agend MRt

fo ™ e et e

Here is a screenshot after SWO to 15.0:

Latemer sasisticn
o Eomemtins

Diametes m Lstancy
ma

ORACLE"
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11. Reapply Configuration on 15.0 Virtual MRA.

12. Once 15.0 Virtual MRA becomes active, Run the following commands and verify all
outputs are displayed as expected:

e irepstat

e service gp_procmgr status

* ha.mystate

a.

# Note:

All the above commands can be verified using the MIGRATION_SCRIPTS.zip
(available along with the release documents) in the following way:

Open Server Console Putty on the Primary CMP Standby (12.6.1.x) Server-
A.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main.sh.

Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

Choose suboption 3-12, the output of the above commands is displayed in
any server (both 12.6.1.x and 15.0 nodes).

13. Verify DRA bindings in all the Active, Standby, and Spare MRAs.

a.

# Note:

DRA binding counts in both MRAs can be verified using the
MIGRATION_SCRIPTS.zip (available along with the release documents) in the
following way:

Open Server Console Putty on the Primary CMP Standby (12.6.1.x) Server-
A.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main. sh.

Choose Option 5, the Check dra bindings and diam sess counts
submenu is displayed.

Choose suboption 3, check draBinding Count on a MRA, to verify DRA
binding counts in Active, Standby, and Spare MRAs.

Expected alarms

31101-Database replication to a slave database has failed.

31102-Database replication from a master database has failed.

31104-Database replication latency has exceeded thresholds.

31105-The database merge process (inetmerge) is impaired by a software fault.

5-11



Chapter 5
Migrating Standby MPE (Server-B)

31224-High availability configuration error

# Note:
During Migration:

e The approach is that the virtual environment reuses the same Signaling
VIP to avoid change in the routing once the Secondary or virtual
environment becomes active.

< If the customer decides to use other subnets for OAM and signaling, the
customer should

— Notify to Oracle delivery team to build the Secondary site with the
new subnets.

— Notify the PGW, UDR, OCS, TDF, etc. about this change for the
corresponding changes.

< If customer faces any unexpected alarm, please contact Oracle Support.

Rollback:

In case of any issues, you need to ensure the HW Type in the Cluster Settings is set
to "RMS/c-class/" (respective BM hardware type in case of BM-VM migration) or "VM"
(in case of VM-VM migration) before rolling back to 12.6.1.x. After the rollback,
perform the failover to the 12.6.1.x BM/VM server. Steps to rollback are as follows:

1. Click Modify Primary Site for cluster.

2. For BM-VM migration, set HW TYPE to respective HW Type for BareMetal
(RMS/C-Class).

3. Enable the Forced Standby flag for the 15.0 VM server.
4. Disable the Forced Standby flag for the 12.6.1.x BM/VM server.
5. Click Save.

Migrating Standby MPE (Server-B)

To perform this procedure, Log in to CMP GUI- Remove Standby MPE (Server-B) from
12.6.1.x setup and add freshly installed 15.0 MPE(Virtual) to the cluster. After this,
perform the switch over to 15.0 Server-B and verify replication between 12.6.1.x and
15.0 servers.

MPE Cluster Details:
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A Topolegy Seitings (L= primory site settings
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Running Releas 126120120

roservers
Genersl Settings. Path Configuration

£1P13 210750501385 Soave 1P
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HestName MPEZ-EM
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Running Releas 126120120
s ecandary Site Settings
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Running
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1. Navigate to Platform Settings --> Topology Settings --> All Clusters --> MRA Cluster--
>Primary Site settings. Click the Modify Primary Site option and enable the Forced
Standby flag for 12.6.1.x Standby MPE.

L& Primary Site Settings
3 Topsiogy Settngs Geniral
v Netwark Configurstion

Sy s Settings
= SteHame st

Ty CCum

8] o Stat Cimter e
Qan

P Sie2 Cluster Sgraing VIFx  <Sqraing VIPL> €10.196.55, 150/ 255 <SIG-8>

C
Cl
@

Geners) Settings
-

Path Configuration

<IP1re1075.150.135 Sme
P Frefersnas v

Hesame MeEL

Farcea Standy e

Stet

Runming Rminaze 126120120

Geners) Settings
r

Path Configuration
<IP1s<1075.184.138 =

18 raferance ey

Hosthiame

=2
Farea Sanay Yes
Stz Standby
Rurring Rebeass

 Eecondery Site settings

Genersl :
Settings Netwark Configuration
StHame sz

HWType  C-Clam

Qan

Sgraing \Ps  <Sgnaing IPL> £10.196 35,151/ 28 <5154

User Defined Networ
van D

rer

Geners! Settings Path Configurstion
P <Ii> 10751842005 .
Perfeune Tt
Hesiame  MPEISM-Spar

oy No

2. Click Delete Server-B to remove the 12.6.1.x Standby server from the cluster.
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ndd e
&3 Topolosy settings v
1P Preference @ 1pve O 1Pv6
@0 ansi Add New|
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3. Navigate to Server-B and run the following command for cleanup:

su - platcfg-->Policy Configuration - Cluster Configuration Removal - Cluster
Information cleanup

an fully deleted o to sch Cluster and . plsterg - Poli > Cluster Configurstion Remousl -> Cluster informstion clesnup

Clusker Settings
e PEsa
Mol e
S eFeranee Normsl
s
MWt Ccam
Soraing VP <Sgrateg VP Ly <10.156.38.150/255 <ST6-Ax
N
Path Configuration
<D1><1075.180.135 ety
Bt
126120120
-
- Patn Configuration
ey

4. Add the 15.0 MPE (Virtual) node to the MPE cluster and check the replication
status between the BM/VM Active (12.6.1.x) and VM (15.0) Standby node.
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MRAcluster

# Note:

General Settings
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Path Configuration

Running Release 15.0.0.0.0_12.1.0

i <IP1><10.75.194.135> Static IP
1P Preference 1Pv4
HostName MPEL
Forced Standby No
Status active
Running Release 12.6.1.2.0_1.2.0
{ Eservers
General Settings Path Configuration
P <IP1><10.75.194.215> Static IP
1P Preference 1Pvd
HostName PCRF-GMPE2
Forced Standby No
Status standby

{ Esecondary site Settings

General

Settings

Site Name site2
HW Type C-Class
OAM VIP

Signaling VIPs <Signaling VIP1><10.196.39.181/25><51G-A>

Network Configuration

User Defined Networl
VLAN ID

REP

General Settings

1P <1P1>+10.75.194.140>
IP Preference 1Pvd

HostName  MPE3BM-Spare

Forced Standby No

status Spare

Rhing 12.6.1.2.0_1.2.0

Path Configuration
Static IP

The MIGRATION_SCRIPTS.zip (available along with the release documents)
can be used to verify the DBReplication in the MPE cluster:

a. Open Server Console Putty on the Primary CMP Standby (12.6.1.x) Server-

A.

b. Runthe command, sudo su.

c. Navigate to /root/MAIN/ and run the command, . /main.sh.

d. Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

e. Choose suboption 3, Irepstat for 1 host, to check irepstat (DBReplication)
on both Active/Standby MPEs.

5. Run the following commands on both 12.6.1.x and 15.0 nodes (Active/Standby) for ssh-

key exchange:
a.

b.

On 12.6.1.x node, run ssh-keygen -t rsa.

On 15.0 node, run ssh-keygen -t dsa.

On both the 12.6.1.x and 15.0 nodes, run ssh-key exchange using the below

command and entering password for admusr /opt/camiant/bin/qpSSHKeyProv.pl
--prov --user=admusr.
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< Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available
along with the release documents) in the following way:

a. Open Server Console Putty on the Primary CMP Standby (12.6.1.x)
Server-A.

b. Runthe command, sudo su.
c. Navigate to /root/MAIN/ and run the command, . /main.sh.
d. Choose Option 2, the SSH-Key Exchange submenu is displayed.

e. Choose suboption 1, check&gen SSH-key on one host [newly
added server], to check if the required DSA is present in
Standby(15.0) MPE Server-B. If not found, then generate them.

f. Choose suboption 3, run Ssh-key exchange on one host, to run
ssh-key exchange on all the MPE servers (both 12.6.1.x and 15.0
nodes).

Log in to the 12.6.1.x Active server console. Run su- platcfg - Policy
Configuration — Cluster File Sync - Cluster Sync Config - Read
Destination From Comcol and check for ssh-key exchange status. If the status is
OK, then continue. Else, repeat ssh-key exchange for the hosts mentioned under
the SSH key not FULLY EXCHANGED status.

# Note:

If the ssh-key exchange status is not OK, you can use the
MIGRATION_SCRIPTS.zip (available along with the release documents)
to perform the required ssh-key exchange. The steps are as follows:

a. Open Server Console Putty on the Primary CMP Standby (12.6.1.x)
Server-A.

b. Runthe command, sudo su.
c. Navigate to /root/MAIN/ and run the command, . /main.sh.
d. Choose Option 2, the SSH-Key Exchange submenu is displayed.

e. Choose suboption 3, run Ssh-key exchange on one host, to
exchange SSH keys for the hosts mentioned under the SSH key not
FULLY EXCHANGED status.

Log in to the 12.6.1.x Active server and perform the Cluster File Sync procedure to
sync firewalls and routes between Active and Standby nodes.

Enabling sync with 12.6.1.x and sync the log level between Active and Standby
a. Inthe Active server, Log in to console and,

i. Run sudo cp /usr/TKLC/camiant/bin/rsyncUtil.pl /usr/TKLC/camiant/bin/
rsyncUtil_bckup.pl

ii. Run sudo sed -i '592s/./# &/; 593i\ return 1;' /Jusr/TKLC/camiant/bin/
rsyncUtil.pl to enable rsync in mixed mode.
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< Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available along
with the release documents) in the following way:

i. Open Server Console Putty on the Primary CMP Standby (12.6.1.x)
Server-A.

ii. Runthe command, sudo su.
iii. Navigate to /root/MAIN/ and run the command, . /main. sh.

iv. Choose Option 3, the Enable Rsync Commands submenu is
displayed.

v. Enter hostname of the Active (12.6.1.x) MPE Server-A to run the
above steps.

b. To reapply configuration:
i. Loginto CMP GUL.
ii. Navigate to Policy Server » Configuration--> [Select MPE cluster] — System.
iii. Click the Reapply Configuration button.

c. To sync debug and trace log settings of MPE, do the following:

" Note:

This step needs to be performed to sync the trace and debug log levels of
MPE from 12.6.1.x to 15.0.

i. Loginto CMP GUIL.

ii. Navigate to Policy Server - Configuration - [Select MPE cluster] - Logs.
iii. Click the Modify button.

iv. Save without making any changes to trigger sync.

v. Navigate to Policy Server - Configuration - [Select MPE cluster] — Debug.
vi. Click the Modify button.

vii. Save without making any changes to trigger sync.

Perform a switchover to Virtual Standby MPE (to make Virtual MPE Active) using
following steps:

a. Click the Modify Primary Site button for the cluster.
b. For BM-VM migration, set HW TYPE to VM.

c. Enable the Forced Standby flag for Server-A.

d. Disable the Forced Standby flag for Server-B.

e. Click Save.
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During switchover ongoing connections will be disconnected and a call drop will be
observed for a few seconds ( approx 15 to 20 seconds). Once Virtual MPE Server-
B is Active, all the traffic will be processed by Virtual MPE.
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10. Verify connections in MPE Report tab should be same before and after switchover

to 15.0.

Here is a screenshot before SWO:
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11. Reapply Configuration on 15.0 Virtual MPE.

12. Once 15.0 Virtual MPE becomes active, Run the following commands and verify all
outputs are displayed as expected:

e irepstat
e service gp_procmgr status

* ha.mystate
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< Note:

All the above commands can be verified using the
MIGRATION_SCRIPTS.zip (available along with the release documents)
in the following way:

Open Server Console Putty on the Primary CMP Standby (12.6.1.x)
Server-A.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main. sh.

Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

Choose suboption 3-12, the output of the above commands is
displayed in any server (both 12.6.1.x and 15.0 nodes).

13. Verify Diameter Sessions in Active, Standby, and Spare MPEs.

a.

" Note:

Diameter Session counts in both MPEs can be verified using the
MIGRATION_SCRIPTS.zip (available along with the release documents)
in the following way:

Open Server Console Putty on the Primary CMP Standby (12.6.1.x)
Server-A.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main.sh.

Choose Option 5, the Check dra bindings and diam sess counts
submenu is displayed.

Choose suboption 3, check diamSessions Count on a MPE, to
verify diameter sessions count on Active, Standby, and Spare MPEs.

Expected alarm

31101-Database replication to a slave database has failed

31102-Database replication from a master database has failed.

31104-Database replication latency has exceeded thresholds

31105-The database merge process (inetmerge) is impaired by a s/w fault

31224-High availability configuration error

ORACLE
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< Note:
During Migration:

e The approach is that the virtual environment reuses the same Signaling VIP to
avoid change in the routing once the Secondary or virtual environment
becomes active.

e If the customer decides to use other subnets for OAM and signaling, the
customer should

— Notify to Oracle delivery team to build the Secondary site with the new
subnets.

— Notify the PGW, UDR, OCS, TDF, etc. about this change for the
corresponding changes.

« If customer faces any unexpected alarm, please contact Oracle Support.

Rollback:

In case of any issues, you need to ensure the HW Type in the Cluster Settings is set to
"RMS/c-class/" (respective BM hardware type in case of BM-VM migration) or "VM" (in case
of VM-VM migration) before rolling back to 12.6.1.x. After the rollback, perform the failover to
the 12.6.1.x BM/VM server. Steps to rollback are as follows:

1.
2.

Click Modify Primary Site for cluster.

For BM-VM migration, set HW TYPE to respective HW Type for BareMetal (RMS/C-
Class).

Enable the Forced Standby flag for the 15.0 VM server.
Disable the Forced Standby flag for the 12.6.1.x BM/VM server.
Click Save.

Migrating Spare MRA (Server-C)

To perform this procedure, Log in to CMP GUI- Remove Spare MRA (Server-C) from 12.6.1.x
setup and add freshly installed 15.0 MRA (Virtual) to the cluster and verify replication
between 12.6.1.x and 15.0 servers.

ORACLE
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1. Navigate to Platform Settings --> Topology Settings --> All Clusters --> MRA
Cluster--> Delete Secondary Site. Click the Delete Secondary Site option and
enable the Forced Standby flag to Yes for 12.6.1.x Spare MRA.
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2. Click the Delete Secondary Site option to remove 12.6.1.x Spare MRA server
from the cluster.
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Topology Configuration

Path Canfiguration
St

3. Navigate to Server-C and run the following command for cleanup:

su - platcfg-->Policy Configuration - Cluster Configuration Removal - Cluster Information
cleanup

4. Click the Modify Secondary Site option. Under Secondary Site Settings, add the 15.0
MRA (Virtual) node to the MRA cluster and configure the Site Name, HW type (as VM)
and Signaling VIPs. Click Save and check the replication status (using irepstat
command) between 12.6.1.x (BM/VM) and 15.0 (VM) nodes.
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Topology Configuration

a.

¢ Note:

The MIGRATION_SCRIPTS.zip (available along with the release
documents) can be used to verify the DBReplication in the MRA cluster:

Open Server Console Putty on the Primary CMP Standby (12.6.1.x)
Server-A.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main. sh.

Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

Choose suboption 3, Irepstat for 1 host, to check irepstat
(DBReplication) on Spare MRA Server-C (15.0).

5. Run the following commands on both the 12.6.1.x and 15.0 nodes (Active/
Standby) for SSH key exchange:

a. On12.6.1.x node, run ssh-keygen -t rsa.

b. On 15.0 node, run ssh-keygen -t dsa.

c. On both the 12.6.1.x and 15.0 nodes, run SSH key exchange using the below
command and entering password for admusr /opt/camiant/bin/
gqpSSHKeyProv.pl --prov --user=admusr.

ORACLE
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< Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available along with
the release documents) in the following way:

a. Open Server Console Putty on the Primary CMP Standby (12.6.1.x) Server-
A.

b. Runthe command, sudo su.
c. Navigate to /root/MAIN/ and run the command, . /main.sh.
d. Choose Option 2, the SSH-Key Exchange submenu is displayed.

e. Choose suboption 1, check&gen SSH-key on one host [newly added
server], to check if the required DSA is present in Standby(15.0) MRA
Server-C. If not found, then generate them.

f. Choose suboption 3, run Ssh-key exchange on one host, to run SSH key
exchange on all the MRA servers (both 12.6.1.x and 15.0 nodes).

6. Verify DRA bindings in Active, Standby, and Spare servers.

" Note:

DRA binding counts in both MRAs can be verified using the
MIGRATION_SCRIPTS.zip (available along with the release documents) in the
following way:

a. Open Server Console Putty on the Primary CMP Standby (12.6.1.x) Server-
A.

b. Runthe command, sudo su.
c. Navigate to /root/MAIN/ and run the command, . /main.sh.

d. Choose Option 5, the Check dra bindings and diam sess counts
submenu is displayed.

e. Choose suboption 1, check draBinding Count on a MRA, to verify DRA
binding counts in Active, Standby, and Spare MRAs.

Expected alarm

31101-Database replication to a slave database has failed.
31102-Database replication from a master database has failed.
31104-Database replication latency has exceeded thresholds.

31105-The database merge process (inetmerge) is impaired by a s/w fault.

31224-High availability configuration error
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< Note:
During Migration:

e The approach is that the virtual environment reuses the same Signaling
VIP to avoid change in the routing once the Secondary or virtual
environment becomes active.

e If the customer decides to use other subnets for OAM and signaling, the
customer should

— Notify to Oracle delivery team to build the Secondary site with the
new subnets.

— Notify the PGW, UDR, OCS, TDF, etc. about this change for the
corresponding changes.

« If customer faces any unexpected alarm, please contact Oracle Support.

Rollback:

In case of any issues, you need to change the HW Type back to “RMS/c-class/”
(respective BM hardware type) in Cluster Settings before rolling back to 12.6.1.x.
After the rollback, perform the failover to the BareMetal server.

" Note:

This is applicable only for BM-VM migration. For VM-VM migration, only
switchover is needed to make the 12.6.1.x server Active.

Migrating Spare MPE (Server-C)

ORACLE

To perform this procedure, Log in to CMP GUI- Remove Spare MPE (Server-C) from
12.6.1.x setup, attach freshly installed 15.0 MPE (Virtual) to the cluster and verify
replication between 12.6.1.x and 15.0 servers.
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1. Navigate to Platform Settings --> Topology Settings --> All Clusters --> MPE Cluster-->
Delete Secondary Site. click the Delete Secondary Site option and enable the Forced
Standby flag to Yes for 12.6.1.x Spare MPE.
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2. Click the Delete Secondary Site option to remove the 12.6.1.x Spare MPE server from
the cluster.
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3. Navigate to Server-C and run the following command for cleanup:

su - platcfg-->Policy Configuration - Cluster Configuration Removal - Cluster
Information cleanup
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4. Click Modify Secondary Site. Add the 15.0 MPE (Virtual) node to the MPE cluster
and configure the Site Name, HW type (as VM) and Signaling VIPs in Secondary
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Site Settings. Click Save and check the replication status (using irepstat command)
between 12.6.1.x (BM/VM) and 15.0 (VM) nodes.
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< Note:

The MIGRATION_SCRIPTS.zip (available along with the release
documents) can be used to verify the DBReplication in the MPE cluster:

Open Server Console Putty on the Primary CMP Standby (12.6.1.x)
Server-A.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main. sh.

Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

Choose suboption 3, Irepstat for 1 host, to check irepstat
(DBReplication) on Spare MPE 15.0 Server-C.

5. Run the following commands on both the 12.6.1.x and 15.0 nodes (Active/
Standby) for SSH key exchange:

a. On12.6.1.x node, run ssh-keygen -t rsa.

b. On 15.0 node, run ssh-keygen -t dsa.

c. On both the 12.6.1.x and 15.0 nodes, run SSH key exchange using the below
command and entering password for admusr /opt/camiant/bin/
gpSSHKeyProv.pl --prov --user=admusr.

# Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available
along with the release documents) in the following way:

i. Open Server Console Putty on the Primary CMP Standby
(12.6.1.x) Server-A.

ii. Runthe command, sudo su.
iii. Navigate to /root/MAIN/ and run the command, . /main. sh.

iv. Choose Option 2, the SSH-Key Exchange submenu is
displayed.

v. Choose suboption 1, check&gen SSH-key on one host [newly
added server], to check if the required DSA is present in
Spare(15.0) MPE Server-C. If not found, then generate them.

vi. Choose suboption 3, run Ssh-key exchange on one host, to
run SSH key exchange on all the MPE servers (both 12.6.1.x
and 15.0 nodes).

6. Verify Diameter Sessions in Active, Standby, and Spare MPE servers.

ORACLE

5-30



ORACLE

Chapter 5
Migrating Spare MPE (Server-C)

< Note:

Diameter Sessions count in both MPEs can be verified using the
MIGRATION_SCRIPTS.zip (available along with the release documents) in the
following way:

a. Open Server Console Putty on the Primary CMP Standby (12.6.1.x) Server-
A.

b. Runthe command, sudo su.
c. Navigate to /root/MAIN/ and run the command, . /main.sh.

d. Choose Option 5, the Check dra bindings and diam sess counts
submenu is displayed.

e. Choose suboption 1, check diamSessions Count on a MPE, to verify
diameter sessions count in Active, Standby, and Spare MPEs.

Expected alarm

31101-Database replication to a slave database has failed.

31102-Database replication from a master database has failed.
31104-Database replication latency has exceeded thresholds.

31105-The database merge process (inetmerge) is impaired by a software fault.
31224-High availability configuration error

78001-Transfer of Policy jar files failed

# Note:
During Migration:

e The approach is that the virtual environment reuses the same Signaling VIP to
avoid change in the routing once the Secondary or virtual environment
becomes active.

< If the customer decides to use other subnets for OAM and signaling, the
customer should

— Notify to Oracle delivery team to build the Secondary site with the new
subnets.

— Notify the PGW, UDR, OCS, TDF, etc. about this change for the
corresponding changes.

< If customer faces any unexpected alarm, please contact Oracle Support.

Rollback:

In case of any issues, you need to change the HW Type back to “RMS/c-class/” (respective
BM hardware type) in Cluster Settings before rolling back to 12.6.1.x. After the rollback,
perform the failover to the BareMetal server.
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< Note:

This is applicable only for BM-VM migration. For VM-VM migration, only
switchover is needed to make the 12.6.1.x server Active.

Migrating MRA (Server-A)

To perform this procedure, Log in to CMP GUI- Remove MRA (Server-A) from 12.6.1.x
setup and add freshly installed 15.0 MRA (Virtual) to the cluster. After this, perform a
switch over to 15.0 Server-A and verify replication between 12.6.x and 15.0 servers.

* Navigate to Platform Settings --> Topology Settings --> All Clusters --> MRA
Cluster--> Modify Primary Site Settings. Click the Modify Primary Site option and
enable the Forced Standby flag to Yes for 12.6.1.x MRA (Server-A) of the MRA
cluster.

S

* Click Delete Server-A to remove the 12.6.1.x Server-A server from the cluster.
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* Navigate to Server-A and run the following command for cleanup:

su - platcfg-->Policy Configuration - Cluster Configuration Removal - Cluster Information
cleanup

Topology Configuration ’”
! 3 Topology Settings Modlfy Cluster Settings | Modify primary site | Modify Secondary Sits | Delste Sacondary site | Back:
B2 AlSites

S& Al clsters
8] crp sitet Cluster
] crp site Cluster

B

The server MPE1 was successfully deleted from the cluster. Go to each server which was removed from this cluster and perform following steps: su - platcfg -> Policy Configuration -> Cluster Configuration Removal -> Cluster
infos up
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e Add 15.0 MRA (Virtual) node to the MRA cluster and check the replication status (using
irepstat command) between 15.0 Active and Standby nodes.
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¢’ Note:
»

1.

The MIGRATION_SCRIPTS.zip (available along with the release
documents) can be used to verify the DBReplication in the MRA cluster:

Open Server Console Putty on the Primary CMP Standby (12.6.1.x)
Server-A.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main. sh.

Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

Choose suboption 3, Irepstat for 1 host, to check irepstat
(DBReplication) on Standby(15.0) MRA Server-A.

*  Run the following commands on all 15.0 nodes (Active/Standby/Spare) for SSH
key exchange:

1. On 15.0 node, run ssh-keygen -t dsa.

2. On each 15.0 node, run SSH key exchange using the below command and
entering password for admusr /opt/camiant/bin/gpSSHKeyProv.pl --prov
--user=admusr.
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< Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available along with
the release documents) in the following way:

1. Open Server Console Putty on the Primary CMP Standby (12.6.1.x) Server-
A.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main. sh.

Choose Option 2, the SSH-Key Exchange submenu is displayed.

g B W DN

Choose suboption 1, check&gen SSH-key on one host [newly added
server], to check if the required DSA is present in Standby(15.0) MRA
Server-A. If not found, then generate them.

6. Choose suboption 3, run Ssh-key exchange on one host, to run SSH key
exchange on all the MRA servers (all 15.0 nodes).

»  Verify data replication between Active, Standby, and Spare MRA servers.

" Note:

DRA binding counts on all MRAs can be verified using the
MIGRATION_SCRIPTS.zip (available along with the release documents) in the
following way:

1. Open Server Console Putty on the Primary CMP Standby (12.6.1.x) Server-
A.

2. Run the command, sudo su.
3. Navigate to /root/MAIN/ and run the command, . /main.sh.

4. Choose Option 5, the Check dra bindings and diam sess counts
submenu is displayed.

5. Choose suboption 3, check draBinding Count on a MRA, to verify DRA
binding counts in Active, Standby, and Spare MRAs.

Expected alarm

31101-Database replication to a slave database has failed
31102-Database replication from a master database has failed.
31104-Database replication latency has exceeded thresholds

31105-The database merge process (inetmerge) is impaired by a s/w fault
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< Note:
During Migration:

e The approach is that the virtual environment reuses the same Signaling
VIP to avoid change in the routing once the Secondary or virtual
environment becomes active.

e If the customer decides to use other subnets for OAM and signaling, the
customer should

— Notify to Oracle delivery team to build the Secondary site with the
new subnets.

— Notify the PGW, UDR, OCS, TDF, etc. about this change for the
corresponding changes.

« If customer faces any unexpected alarm, please contact Oracle Support.

Migrating MPE (Server-A)

To perform this procedure, Log in to CMP GUI- Remove MPE (Server-A) from 12.6.1.x
setup, attach freshly installed 15.0 MPE(Virtual) to the cluster, and verify replication
between 15.0 Active, Standby, and Spare servers.

1. Navigate to Platform Settings --> Topology Settings --> All Clusters --> MPE
Cluster--> Modify Primary Site Settings. Click the Modify Primary Site option and
enable the Forced Standby flag to Yes for 12.6.1.x MPE (Server-A) of the MPE
cluster.

Puth Configurstion

Path Configurstion

'
E3

2. Click Delete Server-A and remove 12.6.1.x Server-A server from the cluster.
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3. 3. Navigate to Server-A and run the following command for cleanup:

su - platcfg-->Policy Configuration - Cluster Configuration Removal - Cluster Information
cleanup

Topology Configuration d
! 3 Topology Settings Modlfy Cluster Settings | Modify primary site | Modify Secondary Sits | Delste Sacondary site | Back:
B2 AlSites
S Al Clusters
) cwp site1 Cluster
8 cwp siez cluster s successfully deleted from the cluster. Go to each server which was removed from this cluster and perform following steps: su - platcfg -> Policy Configuration -> Cluster Configuration Removal -> Cluster
) =
@ MRAcl:
PHB(None)
None
None
10.196.39.150/25> <S1G-A>
Path Configuration
<Ipi><10.75.194.215> Static 1P
1pvs
PCRF-GNPEZ
o
active
15.0.0.00_12.1.0
Sie Nome  site2
HiType WM v
AN VI

4. Add 15.0 MPE (Virtual) node to the MPE cluster and check the replication status (using
irepstat command) between 15.0 Active and Standby nodes.
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[ Eciuster settings

Cluster Settings

3 Topology settings

Name MPECluster DSCP Ma
Appl Type  MPE Replication Stream Count
Site Preference Normal Replication & Heartbeat None

Backup Heartbeat

naling VIP1><10.186.39.150/25> <SI1G-A>

Path Configuration
<IP1<10.75.194.233> Static 1P
Pva

PCRF-GMPEL
Yes

standby
15.0.0.0.0_12.1.0

Path Configuration
<IP1>=10.75.194.2L5> Static 1P
Pva

PCRF-GMPE2
No

active
15.0.0.0.0_12.1.0

Signaling VIPs <Signaling VIP1><10.186.39.181/25> SIG-A>

¢ Note:

The MIGRATION_SCRIPTS.zip (available along with the release
documents) can be used to verify the DBReplication in the MPE cluster:

a. Open Server Console Putty on the Primary CMP Standby (12.6.1.x)
Server-A.

b. Runthe command, sudo su.
c. Navigate to /root/MAIN/ and run the command, . /main.sh.

d. Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

e. Choose suboption 3, Irepstat for 1 host, to check irepstat
(DBReplication) on both Active/Standby MPEs.

5. Run the following commands on all 15.0 nodes (Active/Standby/Spare) for SSH
key exchange:

a. On 15.0 node, run ssh-keygen -t dsa.

b. On each 15.0 node, run SSH key exchange using the below command and
entering password for admusr /opt/camiant/bin/gpSSHKeyProv.pl --prov
--user=admusr.
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< Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available along with
the release documents) in the following way:

a. Open Server Console Putty on the Primary CMP Standby (12.6.1.x) Server-
A.

b. Runthe command, sudo su.
c. Navigate to /root/MAIN/ and run the command, . /main.sh.
d. Choose Option 2, the SSH-Key Exchange submenu is displayed.

e. Choose suboption 1, check&gen SSH-key on one host [newly added
server], to check if the required DSA is present in Standby(15.0) MPE
Server-A. If not found, then generate them.

f. Choose suboption 3, run Ssh-key exchange on one host, to run SSH key
exchange on all the MPE servers (all 15.0 nodes).

6. Verify data replication between Active, Standby, and Spare MPE servers.

" Note:

Diameter Session counts in both MPEs can be verified using the
MIGRATION_SCRIPTS.zip (available along with the release documents) in the
following way:

a. Open Server Console Putty on the Primary CMP Standby (12.6.1.x) Server-
A.

b. Runthe command, sudo su.
c. Navigate to /root/MAIN/ and run the command, . /main.sh.

d. Choose Option 5, the Check dra bindings and diam sess counts
submenu is displayed.

e. Choose suboption 3, check diamSessions Count on a MPE, to verify
diameter sessions count on Active, Standby, and Spare MPEs.

Expected alarm

31101-Database replication to a slave database has failed
31102-Database replication from a master database has failed.
31104-Database replication latency has exceeded thresholds

31105-The database merge process (inetmerge) is impaired by a s/w fault
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< Note:
During Migration:

e The approach is that the virtual environment reuses the same Signaling
VIP to avoid change in the routing once the Secondary or virtual
environment becomes active.

e If the customer decides to use other subnets for OAM and signaling, the
customer should

— Notify to Oracle delivery team to build the Secondary site with the
new subnets.

— Notify the PGW, UDR, OCS, TDF, etc. about this change for the
corresponding changes.

« If customer faces any unexpected alarm, please contact Oracle Support.
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Migrating Remaining Secondary CMP
Clusters and Primary CMP Cluster

Verifying the Status of the CMP Cluster

To verify the status of the CMP cluster:

Navigate to Platform settings- - Topology Settings — All Clusters - CMP Sitel Cluster
and CMP Site2 Clusters

e Primary CMP cluster is partially migrated to 15.0.
e Secondary CMP cluster is on 12.6.1.x.

Migrating Secondary CMP (Server-B)

To perform this procedure, Log in to the Secondary CMP Server- Remove Standby CMP
(Server-B) from 12.6.1.x setup and add freshly installed 15.0 CMP (Virtual) to the cluster and
verify replication between 12.6.1.x and 15.0 servers.

1. Navigate to Platform Settings --> Topology Settings --> All Clusters --> CMP Site2
Cluster--> Modify SERVER B . Click the Modify Server-B option and enable the Forced
Standby flag to Yes for Standby CMP of the Primary CMP cluster.

nnnnnnnnnnnnnnnnnnnnn

2. Click Delete Server-B to remove the 12.6.1.x Standby server from the cluster. Run
cluster config removal for cleanup.

ORACLE 6-1



—‘ =ICluster Settings

Chapter 6
Migrating Secondary CMP (Server-B)

General

Settings

Name CMP Site2 Cluster

Appl Type CMP Site2 Cluster

HW Type VM

OAM VIP <OAM VIP1><192.168.5.241/24>
Signaling VIPs

—i =l Server-A

General Settings
IP

IP Preference
HostName

Forced Standby
Status

Running Release

<IP1><192.168.5.34>
IPv4

CMP534

No

active
12.6.1.2.0_1.2.0

—i =IServer-B
Delete Server-B | ¢
General Settings
<IP1> <192.168.5.254/> ~
P v
Add New IP
IP Preference @ 1Pvd IPv6
HostName CMP5254 Load
Forced Standby
Status standby

Running Release 12.6.1.2.0_1.2.0

3. Add the 15.0 CMP (Virtual) node to the CMP cluster and check the replication
status between the 15.0 Active and Standby nodes.

# Note:

The MIGRATION_SCRIPTS.zip (available along with the release
documents) can be used to verify the DBReplication and
MySQLReplication in the Secondary CMP cluster:

a. Open Server Console Putty on the Primary CMP Standby (12.6.1.x)
Server-A.

b. Runthe command, sudo su.
c. Navigate to /root/MAIN/ and run the command, . /main.sh.

d. Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

e. Choose suboption 3, Irepstat for 1 host, to check irepstat
(DBReplication) on both Active/Standby CMPs.

f. Choose suboption 1, MySQL Master/Slave status for 1 CMP-
cluster, to verify MySQLReplication for Secondary CMP cluster.

4. Run the following commands on all the 15.0 nodes (Active/Standby) for ssh-key
exchange:

a. On 15.0 node, run ssh-keygen -t dsa.
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b. On each 15.0 node, run SSH key exchange using the below command and entering
password for admusr /opt/camiant/bin/qpSSHKeyProv.pl --prov --user=admusr.

# Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available along
with the release documents) in the following way:

Vi.

Open Server Console Putty on the Primary CMP Standby (12.6.1.x)
Server-A.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main.sh.
Choose Option 2, the SSH-Key Exchange submenu is displayed.

Choose suboption 1, check&gen SSH-key on one host [newly added
server], to check if DSA is present in Secondary Standby(15.0) CMP
Server-B. If not found, generate it.

Choose suboption 3, run Ssh-key exchange on one host, to run ssh-
key exchange on all servers (both 15.0 nodes).

Log in to the 12.6.1.x Active server console. Run su- platcfg — Policy Configuration
- Cluster File Sync - Cluster Sync Config - Read Destination From Comcol and
check for ssh -key exchange status. If the status is OK, then continue. Else, repeat ssh-
key exchange for the hosts mentioned under the SSH key not FULLY EXCHANGED

status.

a.

# Note:

If the ssh-key exchange status is not OK, you can use the
MIGRATION_SCRIPTS.zip (available along with the release documents) to
perform the required ssh-key exchange. The steps are as follows:

Open Server Console Putty on the Primary CMP Standby (12.6.1.x) Server-

A.

Run the command, sudo su.

Navigate to /root/MAIN/ and run the command, . /main.sh.

Choose Option 2, the SSH-Key Exchange submenu is displayed.

Choose suboption 3, run Ssh-key exchange on one host, to exchange
SSH keys for the hosts mentioned under the SSH key not FULLY
EXCHANGED status.

Log in to 12.6.1.x Active server console. Run su - platcfg - Policy Configuration -
Run Cluster File Sync to sync firewalls and routes between Active and Standby nodes.

Enabling sync with 12.6.1.x and sync the log level between Active and Standby

a. Inthe Active server, Log in to console and,

Run sudo cp /usr/TKLC/camiant/bin/rsyncUstil.pl /usr/TKLC/camiant/bin/

rsyncUtil_bckup.pl
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ii. Run sudo sed -i '592s/./# &/; 593i\ return 1;' /usr/TKLC/camiant/bin/
rsyncUtil.pl to enable rsync in mixed mode.

# Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available
along with the release documents) in the following way:

i. Open Server Console Putty on the Primary CMP Standby
(12.6.1.x) Server-A.

ii. Runthe command, sudo su.
iii. Navigate to /root/MAIN/ and run the command, . /main. sh.

iv. Choose Option 3, the Enable Rsync Commands submenu is
displayed.

v. In suboption 1, enter hostname of the Secondary Active
(12.6.1.x) CMP Server-A to run the above steps.

b. To sync debug and trace log settings of CMP, do the following:

# Note:

This step needs to be performed to sync the trace and debug log
levels of CMP from 12.6.1.x to 15.0.

i. Loginto CMP GUL.

ii. Navigate to Manager Log under System Administration.

" Note:

Note: If you don't see the Manager Log under System
Administration, follow the steps below:

e Open CMP GUI.
e Under the Help tab, navigate to the About option.

e Click the hidden button on top-left of the screen to see the
debug settings.

e Click the Modify button and set the Debug Mode (under
Server Settings) to True.

iii. Click the Modify button.

iv. Save without making any changes to trigger sync.

v. Navigate to Trace Log under System Administration.
vi. Click the Modify button.

vii. Save without making any changes to trigger sync.
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Disable the Forced Standby flag for the 15.0 Virtual CMP node and ensure the HW
TYPE is 'VM.".

a. Navigate to Topology Settings under the Platform Settings.

b. Selectthe CMP Secondary Cluster.

c. For BM-VM migration, click Modify Cluster Settings and change HW TYPE to VM
and Click Save.

d. Click Modify Server-B and disable Forced Standby flag for 15.0 CMP Node.
e. Click Save.

Wait till all major alarms get cleared before moving to the next step. For BM-VM
migration, once HW TYPE is changed to VM, CMP GUI is not accessible through
common VIP because the Active server is still in BareMetal.

Log in to CMP GUI using Primary Active (12.6.1.x) Server IP and restart the Secondary
Active (12.6.1.x) Server from the Reports tab to make the new 15.0 CMP in the
secondary cluster Active. Verify data sync between the 12.6.1.x and 15.0 CMPs.

Once 15.0 Virtual CMP becomes active, Run the following commands and verify all
outputs are displayed as expected.

e irepstat
e service qp_procmgr status
* ha.mystate

e top.myrole ~ for cmp only

# Note:

All the above commands can be verified using the MIGRATION_SCRIPTS.zip
(available along with the release documents) in the following way:

a. Open Server Console Putty on the Primary CMP Active(12.6.1.x) Server-A.
b. Runthe command, sudo su.
c. Navigate to /root/MAIN/ and run the command, . /main.sh.

d. Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

e. Choose suboption 1, MySQL Master/Slave status for 1 CMP-cluster, to
verify MySQLReplication for Secondary CMP cluster.

f. Choose suboption 3-12, the output of the above commands is displayed in
any server (both 12.6.1.x and 15.0 nodes).

Expected alarm

70022-The MySQL slave failed to synchronize with the master

31105-The database merge process (inetmerge) is impaired by a s/w fault

31106-Database merging to the parent Merge Node has failed.

31107-Database merging from a child Source Node has failed.

70501 — Cluster Mixed Version
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70503 — Server Forced Standby

Rollback:

# Note:

During Migration:

The approach is that the virtual environment reuses the same Signaling
VIP to avoid change in the routing once the Secondary or virtual
environment becomes active.

If the customer decides to use other subnets for OAM and signaling, the
customer should

— Notify to Oracle delivery team to build the Secondary site with the
new subnets.

— Notify the PGW, UDR, OCS, TDF, etc. about this change for the
corresponding changes.

If customer faces any unexpected alarm, please contact Oracle Support.

In case of any issues, you need to change the HW Type back to “RMS/c-class/”
(respective BM hardware type) in Cluster Settings before rolling back to 12.6.1.x. After
the rollback, perform the failover to the BareMetal server.

" Note:

This is applicable only for BM-VM migration. For VM-VM migration, only
switchover is needed to make the 12.6.1.x server Active.

Migrating Primary CMP (Server-A)

To perform this procedure, Log in to the Primary CMP Server- Remove server A from
12.6.1.x Primary CMP cluster, attach freshly installed 15.0 CMP (Virtual) to the cluster
and verify replication between 15.0 Active and Standby servers.

ORACLE
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3 Topology Settings
EZ all sites
E3 all Clusters

CHP Sita2 Cluster

MPEcluster

(&) & @] [w

MRAClster

" Note:

1. Navigate to Platform Settings --> Topology Settings --> All Clusters --> CMP Sitel

Tepology Configuration

sty Cuuster sartings | oty Sercara | socify sevvers | asic|
1 Hcluster Settings.

General

Settings

Nama CMP Sitel Cluster

Agpl Type CMF Sitel Cluster

HW Type il

OAM VTP «<OAM VIP1><10.75.154.138/25>

sSignaling ViFs

-{ = server-a |

General Settings

LF Preference
Hosiiame
Farced Standoy
Status

Aunning Releass

General Settings
IF

IF Preference
Hosihiame
Foreed Standay
Status

Aunning Releass

=IPL==10.75.194,157 =

=IPL==10,75.194,245=
Pud

PCAF-GOMPL

o

active
15.0.0.0.0_12,1.0

B.

¢ Run the command, sudo su.

e Open Server Console Putty on the Primary CMP Standby(12.6) Server-A.

e Go to /root/MAIN/ and run the following command to take a backup:

./bckup migrationLogs.sh <hostname of Active CMP Server-B>

If you are using Migration_Scripts, run the following commands to create a backup
for 'migration.log' in the Primary CMP Standby Server-A in the Primary Active CMP
Server-

Cluster--> Modify SERVER A. Set the Forced Standby flag to Yes for Standby CMP of
the Primary CMP cluster and click the Modify Server-A option.

&2 Topofagy Settings

B Al sites

B8 All Clusters
SECHP Site1 Cluste
8] CMP site2 Cluster
8] MPEcluster
8] MRAcluster

ORACLE

Wodify Clustar Sattings | Modify Sarver-a | Modify Sarver-5 | Back

Topology Configuration

r{ ECluster settings

General
Settings
o P site
Appl Type
HW Type Vi =
0AM ViP <OAM VIP1><10.75.194.136/25>

Signaling VIPs

<| E server-A

General Settings
1P preference
Hosthame

Forced Standby

Running Release

<IP1><10.75.194.1375
tPve

cwe

Yes G

standby
126.1.2.0_1.2.0

~| Hserver-B

General Settings
P

1P Preference
HostName
Forced Standby
Status

Running Release

<IP1><10.75.194.249>
Pua

PCRF-GCMP1

No

active
15.0.0.0.0_12.1.0
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Click Delete Server-A to remove the 12.6.1.x Standby server from the cluster.

Run cluster config removal for cleanup.

Settings

Name CMP Sitel Cluster

Appl Type CMP Site1 Cluster

HW Type VM

OAM VIP <DAM VIP1><192.168.5.138/24 >
Signaling VIPs

’—i =IServer-A
D

elete Server-A
General Settings

<IP1> <192.168.5.185/>

P
IP Preference ® pva O TPve
CMP5185
HostName
Load
Forced Standby
Status standby

Running Release 12.6.1.2.0_1.2.0

Add New IP

<| =IServer-B

General Settings
P

IP Preference
HostName

Forced Standby
Status

Running Release

<IP1><192.168.5.202>
IPv4

CMP5202

No

active

12.6.1.2.0_1.2.0

Topology Configuration

N 3 Topology settings

B Al Sites
=53 Al Clusters

H {8 mPEcluster
“{8] MRAcluster

{ Ecluster settings

General
Settings

ame CMP Site1 Cluster
Appl Type CMP Site1 Cluster

HW Type Vi
OAM VIP <OAM VIP1><10.75.104.138/25>
Signaling VIPs.

,—l EServer-A |
Delete servera | )

General Settings

<IPi> <10.75.184.137/>

P Preference @ 1pva O 1Pve
et

HostName
Load

Forced Standby

Status standby
Running Release 12.6.1.2.0_1.2.0

Add New 1P

| Eserver-s

General Settings
®

1P Preference
HostName
Forced Standby
Status

Running Release

<IP1><10.75.194.249>
Pve

PCRF-GCMPL

No

active
15.0.0.0.0_12.1.0

save| cancel

3. Add the 15.0 CMP (Virtual) node to the CMP Sitel cluster and check the
replication status between 15.0 Active and standby node.

ORACLE
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Topology Configuration
Modify Cluster Settings | Modify Server-A | Modify Server-8 | Back

CMP Site1 Cluster

Narm
Appl Type CMP Sitel Cluster

HW Type M

OAM VIP <OAM VIPL> £10.75.104.138/25>
Signaling VIPs

<IP1><10.75.194.176>
1Pva

PCRF-GCMP2

Yes

standby
15.0.0.0.0_12.1.0

<IP1><10.75.194.249>

IPws
PCRF-GCMP1
No

active
15.0.0.0.0_12.1.0

# Note:

The MIGRATION_SCRIPTS.zip (available along with the release documents)
can be used to verify the DBReplication and MySQLReplication in Primary CMP

cluster:

a. Open Server Console Putty on the Primary CMP Active (15.0) Server-B.

b. Runthe command, sudo su.

c. Unzip the MIGRATION_SCRIPTS.zip in the /root path.

d. Navigate to /root/MAIN/ and run the command, . /main.sh.

e. Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

f. Choose suboption 3, Irepstat for 1 host, to check irepstat (DBReplication)
for both 15.0 Active/Standby CMPs.

g. Choose suboption 1, MySQL Master/Slave status for 1 CMP-cluster, to

verify MySQLReplication for Primary CMP cluster.

Run the following Ssh Key exchange command on both the 15.0 nodes (Active/Standby):

/opt/camiant/bin/qpSSHKeyProv.pl --prov --user=admusr
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< Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available
along with the release documents) in the following way:

Open Server Console Putty on the Primary CMP Active (15.0)
Server-B.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main. sh.
Choose Option 2, the SSH-Key Exchange submenu is displayed.

Choose suboption 1, check&gen SSH-key on one host [newly
added server], to check if the required DSA is present in the
Primary Standby(15.0) CMP Server-A. If not found, then generate
them.

Choose suboption 3, run Ssh-key exchange on one host, to run
SSH key exchange on both 15.0 nodes.

5. Verify data replication between Active and Standby 15.0 CMP servers.

a.

" Note:

The MIGRATION_SCRIPTS.zip (available along with the release
documents) can be used to verify the DBReplication in Primary CMP
cluster:

Open Server Console Putty on the Primary CMP Active (15.0)
Server-B.

Run the command, sudo su.
Unzip the MIGRATION_SCRIPTS.zip in the /root path.
Navigate to /root/MAIN/ and run the command, . /main.sh.

Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

Choose suboption 3, Irepstat for 1 host, to check irepstat
(DBReplication) for both 15.0 Active/Standby CMPs.

Expected alarm

70022 - The MySQL slave failed to synchronize with the master.

31105 - The database merge process (inetmerge) is impaired by a software fault.

31106 - Database merging to the parent Merge Node has failed.

31107 - Database merging from a child Source Node has failed.

70501 — Cluster Mixed Version

70503 — Server Forced Standby

6-10



Chapter 6
Migrating Secondary CMP (Server-A)

< Note:
During Migration:

e The approach is that the virtual environment reuses the same Signaling VIP to
avoid change in the routing once the Secondary or virtual environment
becomes active.

e If the customer decides to use other subnets for OAM and signaling, the
customer should

— Notify to Oracle delivery team to build the Secondary site with the new
subnets.

— Notify the PGW, UDR, OCS, TDF, etc. about this change for the
corresponding changes.

« If customer faces any unexpected alarm, please contact Oracle Support.

Migrating Secondary CMP (Server-A)

To perform this procedure, Log in to the Secondary CMP Server- Remove Server-A from
12.6.1.x Secondary CMP cluster, attach freshly installed 15.0 CMP(Virtual) to the cluster and
verify replication between 15.0 Active and Standby servers.

1. Navigate to Platform Settings --> Topology Settings --> All Clusters --> CMP Sitel
Cluster--> Modify SERVER A . Set the Forced Standby flag to Yes for Standby CMP of
the Primary CMP cluster and click the Modify Server-A option.

2. Click Delete Server-A to remove the 12.6.1.x Standby server from the cluster. Run
cluster config removal for cleanup.

Topology Configuration

—i =ICluster Settings

General

Settings

Name CMP Site2 Cluster

Appl Type CMP Site2 Cluster

HW Type VM

OAM VIP <0OAM VIP1><192.168.5.241/24>
Signaling VIPs

<l =IServer-A
' Delete Server-A ¢

General Settings

<IP1> <192.168.5.34/> ~
1P

Add New IP
IP Preference ® 1Pva O IPV6

CMP534
HostName

Load

Forced Standby

Status standby
Running Release 12.6.1.2.0_1.2.0
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3. Add the 15.0 CMP (Virtual) node to the CMP cluster and check the replication
status between 15.0 Active and standby node.

a.

# Note:

The MIGRATION_SCRIPTS.zip (available along with the release
documents) can be used to verify the DBReplication and
MySQLReplication in Secondary CMP cluster:

Open Server Console Putty on the Primary CMP Standby (12.6.1.x)
Server-A.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main.sh.

Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

Choose suboption 3, Irepstat for 1 host, to check irepstat
(DBReplication) on both Active/Standby CMPs.

Choose suboption 1, MySQL Master/Slave status for 1 CMP-
cluster, to verify MySQLReplication for Secondary CMP cluster.

4. Run the following commands on both the 15.0 nodes (Active/Standby) for SSH key

exchange:

a. On 15.0 node, run ssh-keygen -t dsa.

b. On all the 15.0 nodes, run SSH key exchange using the below command and
entering password for admusr /opt/camiant/bin/gpSSHKeyProv.pl --prov
--user=admusr.

a.

" Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available
along with the release documents) in the following way:

Open Server Console Putty on the Primary CMP Standby (12.6.1.x)
Server-A.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main.sh.
Choose Option 2, the SSH-Key Exchange submenu is displayed.

Choose suboption 1, check&gen SSH-key on one host [newly
added server], to check if the required DSA is present in the
Secondary Standby(15.0) CMP Server-A. If not found, then generate
them.

Choose suboption 3, run Ssh-key exchange on one host, to run
SSH key exchange on all servers (both 12.6.1.x and 15.0 nodes).

5. Verify data replication between Active and Stand by 15.0 CMP servers.

ORACLE
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Chapter 6
Exchanging Keys

< Note:

The MIGRATION_SCRIPTS.zip (available along with the release documents)
can be used to verify the DBReplication in Secondary CMP cluster:

Open Server Console Putty on the Primary CMP Standby (12.6.1.x) Server-
A.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main. sh.

Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

Choose suboption 3, Irepstat for 1 host, to check irepstat (DBReplication)
on both Active/Standby CMPs.

Expected alarm

70022-The MySQL slave failed to synchronize with the master.

31105-The database merge process (inetmerge) is impaired by a s/w fault.

31106-Database merging to the parent Merge Node has failed.

31107-Database merging from a child Source Node has failed.

70501 — Cluster Mixed Version

70503 — Server Forced Standby

# Note:

If customer faces any unexpected alarm, please contact Oracle Support.

Exchanging Keys

Once the whole setup is migrated to 15.0, run SSH CLI Primary Active CMP. To exchange
keys to all servers from the Sitel (Primary) Active CMP:

1. Login as admusr and run the following command:
$sudo gpSSHKeyProv.pl --prov

2. Enter the password for admusr.

3. Ensure that the keys are exchanged successfully with all the server clusters.

ORACLE
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Chapter 6
Verifying Migration

< Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available
along with the release documents) in the following way:

a. Open Server Console Putty on the Primary CMP Active (15.0)
server.

b. Run the command, sudo su.

c. Unzip the MIGRATION_SCRIPTS.zip in /root path.

d. Navigate to /root/MAIN/ and run the command, . /main.sh.

e. Choose Option 2, the SSH-Key Exchange submenu is displayed.

f. Choose suboption 3, run Ssh-key exchange on one host, to run
SSH key exchange from sitel Primary Active CMP to all 15.0
servers in the setup.

Verifying Migration
Please check the following items to verify if the migration is completed successfully:

* Al CMP clusters migration is complete and the running release is 15.0.

e All MRA and MPE clusters running release is 15.0.
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Rolling Back of CMP/MRA/MPE

ORACLE

To roll back to 12.6.1.x server if the target rollback server is in the 15.0 version:
1. Enable the Force Standby flag for target 15.0 server (CMP/MRA/MPE).

If the target rollback server is CMP, follow the below steps to remove the 15.0 CMP
server:

a. Navigate to Platform Settings --> Topology Settings --> All Clusters --> CMP Sitel
Cluster--> Modify SERVER B/Modify SERVER A - Click on Delete Server B/Delete
Server A

b. Run Cluster Config Removal in su - platcfg-->Policy Configuration
If target rollback server is MRA/MPE,

i. Navigate to Platform Settings --> Topology Settings --> All Clusters --> MRA
Cluster/MPE Cluster--> Modify Primary Site settings — Click Delete Server-B/
Delete Server-A.

ii. Run Cluster Config Removal in su - platcfg-->Policy Configuration

" Note:

The server node which is removed from the cluster should be available till the
completion of the migration process. In case of any issues encountered during
migration process, the same server can be attached for backout.

2. Add 12.6.1.x CMP/MRA/MPE node to the cluster and check replication status between
15.0 and 12.6.1.x nodes.

# Note:

Before adding a 12.6.1.x node, make sure to disable the upgrade barrier (UB)
logic and reboot the server. Refer the Prerequisites section to disable UB logic.
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Chapter 7

< Note:

The MIGRATION_SCRIPTS.zip (available along with the release
documents) can be used to verify the MySQLReplication and
DBReplication in a CMP/MPE/MRA cluster:

Open Server Console Putty on the Primary CMP Active (15.0)
server.

Run the command, sudo su.
Unzip the MIGRATION_SCRIPTS.zip in /root path
Navigate to /root/MAIN/ and run the command, . /main. sh.

Choose Option 4, the Check MySQL/Comcol-DB replications, HA
status, Qp status and more.. submenu is displayed.

Choose suboption 3, Irepstat for 1 host, to check irepstat
(DBReplication) between 12.6.1.x and 15.0 nodes.

Choose suboption 1, MySQL Master/Slave status for 1 CMP-
cluster to verify MySQLReplication for CMP clusters with both
12.6.1.x and 15.0 nodes.

3. Run Ssh Key exchange command /opt/camiant/bin/gpSSHKeyProv.pl --prov --
user=admusr on both 12.6.1.x and 15.0 node(Active/Standby).

a.

" Note:

This step can be run using the MIGRATION_SCRIPTS.zip (available
along with the release documents) in the following way:

Open Server Console Putty on the Primary CMP Active (15.0)
server.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main.sh.
Choose Option 2, the SSH-Key Exchange submenu is displayed.

Choose suboption 1, check&gen SSH-key on one host [newly
added server], to check if the required RSA-keys are present in all
newly added 12.6.1.x nodes. If not found, then generate them.

Choose suboption 4, run Ssh-key exchange on all host(s), to run
SSH key exchange on all servers (both 12.6.1.x and 15.0 nodes).

4. Log in to Virtual Active server console su - platcfg — Policy Configuration — Run
Cluster File Sync to sync firewalls and routes between Active and Standby nodes.

5. Disable the Force Standby flag for 12.6.1.x CMP/MRA/MPE node and ensure the
HW TYPE is reset to "RMS/c-class/" (respective BM hardware type in case the
12.6.1.x server is BareMetal). Perform the switch over to 12.6.1.x (BM/VM) server
and wait till all major alarms get cleared.

Once 12.6.1.x CMP/MRA/MPE becomes Active, run the following commands and
verify all outputs are displayed as expected:

ORACLE

7-2


http://qpsshkeyprov.pl/

ORACLE

Chapter 7

irepstat

service gp_procmgr status

ha.mystate

top.myrole ~ for cmp only

# Note:

All the above commands can be verified using the MIGRATION_SCRIPTS.zip
(available along with the release documents) in the following way:

1.

2
3.
4

Open Server Console Putty on the Primary CMP Active 15.0 server.
Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main.sh.

Choose Option 4, the Check MySQL/Comcol-DB replications, HA status, Qp
status and more.. submenu is displayed.

Choose suboption 1, MySQL Master/Slave status for 1 CMP-cluster, to verify
MySQLReplication for any CMP cluster.

Choose suboption 3-12, the output of the above commands is displayed in any
server (both 12.6.1.x and 15.0 nodes).
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Post Migration health Check for wireless

systems

ORACLE

¢ Note:

This section is used when the entire topology running release is 15.0.

Verify the migration is successful on all CMP/MRA/MPE clusters.

a. Navigate to Platform Settings — Topology Settings - » All clusters

b. View individual clusters and verify version should be 15.0 and the server should be

up and running.
View current alarms.
a. Navigate to System Wide Reports - Alarms - Active Alarms
b. Verify that all alarms due to the migration have been cleared.
View current KPIs.
a. Navigate to System Wide Reports —. KPl Dashboard.
b. Make sure everything looks normal.
Check Replication status.

a. Navigate to System Wide Reports - Others - MPE/MRA Rep Stats (for a wireless
system).

b. Make sure the replication status shows OK.
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Risks Involved while Using Different VLANS
and Subnets for 15.0 VMs

ORACLE

This document is only applicable when VLANs and Subnets are same in 12.6.1.x and 15.0
planned servers. If it is not possible to have same VLANs and Subnets, customer should:

Proceed with fresh deployment of the 15.0 setup on VM using Oracle Communications
Policy Management Cloud Installation Guide.

Copy all configurations from 12.6.1.x to the new 15.0 freshly installed server.
Progressively divert traffic from PGW from old 12.6.1.x setup to new setup.

In case of issue during the traffic diversion, redirect traffic back to 12.6.1.x servers.

Risks Involved while Using Different VLANs and Subnets for 15.0 VMs

Following are the risks Involved while Using Different VLANs and Subnets for 15.0 VMs:

1.

Update OAM VIP of 15.0 CMP VM and SIGA VIP of MRA and MPE VMs manually before
switching over to 15.0 in Topology settings.

Once Virtual MRA/MPE servers are Migrated to 15.0, make sure to update SIGA VIP in
all respective network elements like PGW, AF, and also in MRA settings — MPE pool.

If MRA VM is migrated to 15.0 and MPE (12.6.1.x) due to different SIGA VIP, a
connection between MRA and MPE can't be established as a result, there is a chance of
loss of traffic during this time.

If the subnets between BM and VM are different, then the connections towards PGW, AF,
DSR, OCS, TDF, and UDR will be lost. Hence, service continuity degradation and PCRF
isolation occur.

There may be a chance of latency of replication and synchronization.

To resolve a common VIP issue, a lab approach has been followed of using the same
VLAN and subnets for BareMetal and virtual servers.
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Appendix

ORACLE

To synchronize the cluster files: (This procedure is common for CMP/MRA/MPE.)
1. Loginto CMP/MRA/MPE 12.6.1.x Active server through the console.

2. Run the command: Su - platcfg — Policy Configuration

3. Loginto server console. Run su- platcfg - Policy Configuration - Cluster File
Sync - Cluster Sync Config - Read Destination From Comcol and check for ssh -
key exchange status. If the status is OK, then continue. Else, perform ssh-key exchange

again.

a.

# Note:

ssh-key exchange can be performed using the MIGRATION_SCRIPTS.zip
(available along with the release documents) in the following way:

Open Server Console Putty on the Primary CMP Standby (12.6.1.x) Server-
A.

Run the command, sudo su.
Navigate to /root/MAIN/ and run the command, . /main. sh.
Choose Option 2, the SSH-Key Exchange submenu is displayed.

Choose suboption 3, run Ssh-key exchange on one host, to exchange
SSH-keys for the hosts mentioned under the SSH key not FULLY
EXCHANGED status.

4. Select the Cluster File Sync option.
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5.

6.

gg9ggqu Policy Configuration Menu tgqggqqd]

1.
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x Set Policy Mode

x Perform Initial Configuration

x Restart Application

x Cluster Configuration Removal

x Verify Initial Configuration

x Verify Server Status

x SSL Key Configuration

x Ethernet Interface Parameter Settings
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<
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Firewall

DSCP Config

Backup and Restore
Exit
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Select the Start Synchronizing option.

Click Yes.

lu Cluster Configuration Sync Menu tk

=
K
X
X
X
=
K
X

Cluster Sync Config
Show Sync Config
Show Sync Destination
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lggqu The gp_procmgr on sync target would restart, continue? tgggk]
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The gp_procmgr on sync target would restart, continue?
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7. Once Cluster file sync is done, verify the status. The status should be OK as displayed in
the below screenshot.

All rights

The Sync Status

[Sun Aug 27 22:07:22 2023] ======Start Cluster File Sync to MPE3BM-Spare======
[Sun Aug 27 22:07:23 2023] /opt/camiant/tomcat/conf/cacerts.jks: OK

[Sun Aug 27 22:07:32 2023] /opt/camiant/tomcat/conf/.keystore: OK

[Sun Aug 27 22:07:32 2023] Finished Cluster File Sync to MPE3BM-Spare=
[Sun Aug 27 22:07:32 2023] =Start Cluster File Sync to PCRF-GMPE2======
[Sun Aug 27 22:07:34 2023] /etc/camiant/firewall.properties: OK

[Sun Aug 27 22:07:40 2023] /etc/camiant/firewall-settings.properties: OK
[Sun Aug 27 22:07:45 2023] /etc/camiant/routes.properties: OK

[Sun Aug 27 22:07:47 2023] /opt/camiant/tomcat/conf/cacerts.jks: OK

[Sun Aug 27 22:07:58 2023] /opt/camiant/tomcat/conf/.keystore: OK

[Sun Aug 27 22:07:58 2023] =Finished Cluster File Sync to PCRF-GMPE2
[Tue Sep 12 02:32:49 2023] =Start Cluster File Sync to MPE3BM-Spare=
[Tue Sep 12 02:32:50 2023] /opt/camiant/tomcat/conf/cacerts.jks: OK

[Tue Sep 12 02:32:59 2023] /opt/camiant/tomcat/conf/.keystore: OK

[Tue Sep 12 02:32:59 2023] ini i
[Tue Sep 12 02:32:59 2023] Start Cluster File Sync to PCRF-GMPE2
[Tue Sep 12 02:33:01 2023] /etc/camiant/firewall.properties: OK

[Tue Sep 12 02:33:07 2023] /etc/camiant/firewall-settings.properties: OK

[Tue Sep 12 02:33:12 2023] /etc/camiant/routes.properties: OK

[Tue Sep 12 02:33:14 2023] /opt/camiant/tomcat/conf/cacerts.jks: OK

[Tue Sep 12 02:33:24 2023] /opt/camiant/tomcat/conf/.keystore: OK

[Tue Sep 12 02:33:24 2023] ======Finished Cluster File Sync to PCRF-GMPE2======
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